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ABSTRACT

In settings without well-defined goals, methods for reward learning allow reinforcement learning agents to infer goals from human feedback. Existing work has discussed the problem that such agents may manipulate humans, or the reward learning process, in order to gain higher reward. We introduce the neglected problem that, in multi-agent settings, agents may have incentives to manipulate one another’s reward functions in order to change each other’s behavioral policies. We focus on the setting with humans acting alongside assistive (artificial) agents who must learn the reward function by interacting with these humans. We propose a possible solution to manipulation of human feedback in this setting: the Shared Value Prior (SVP). The SVP equips agents with an assumption that the reward functions of all humans are similar. Given this assumption, the actions of any human provide information to an agent about its reward, and so the agent is incentivised to observe these actions rather than to manipulate them. We present an expository example in which the SVP prevents manipulation.
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1 MANIPULATION OF HUMAN FEEDBACK

Recent success has been achieved in (deep) reinforcement learning (RL) in settings with well-defined goals (e.g., achieving expert human level in Atari games [9], Go [10], Starcraft [11]). However, RL has had limited success with real-life tasks for which the goal is not easily specified [12], leading to a body of work on the AI alignment problem: the problem of aligning the goals (as expressed by the reward function) with the intent of the designers or users. Hence, methods of reward learning have been proposed as a solution to alignment, in which the reward function is also taken as something to be learned [2, 5, 8]. We focus on a particular problem for reward learning: that the process by which agents learn rewards may be manipulated. Existing work studies this in the case of a single agent that can manipulate a human, or the human’s feedback, to influence which reward is learned [1, 3].

(Neglected) Problem. In a multi-agent setting, agents may have incentives to manipulate humans in order to influence which reward is learned by other agents. As AI assistants are increasingly deployed to act alongside humans with complex goals, manipulation naturally arises as a successful strategy, and must be preemptively mitigated in order to avoid adversarial dynamics. In these settings, agents may have incentives to influence each other’s behavioral policies. Since other agents’ policies depend on their reward functions, and since in reward learning those reward functions depend on actions taken by humans, this means agents may have incentives to manipulate human behavior. Here, we demonstrate this with an expository example with two human-AI teams, each consisting of a human and an agent. The AI assistant on team $j$ must infer the reward function by observing feedback given by the humans, while having an incentive to manipulate the human on an opposing team $k$ in order to influence which reward is learned by the assistive agent on that team.

Proposal: Shared Value Prior (SVP). The SVP equips agents with an assumption that the reward functions of all the humans are similar. Given this assumption, the actions of a human on another team provides information to an agent about its own reward, and so it wishes to observe these actions rather than to manipulate them. Thus, the SVP provides a possible solution to manipulation of human feedback, in that it increases the value of observing the actions of opposing humans and thus reduces the incentives to manipulate these actions. We demonstrate this in our example.

2 EXAMPLE: THE VACCINE GAME

Suppose, hypothetically, that there is a global pandemic and that two humans wish to utilize AI agents to create vaccines of two possible types. The game has two human-AI teams and the human-AI pair on each team share a reward function. Suppose further that each human has different preferences over the ratio of vaccines of type one and two. We let $\theta^j \in [0, 1]$ ($j \in \{M, T\}$) represent the humans’ preferences over vaccine types ($M$ and $T$ stand for manipulator team and target team, respectively). Hence, the reward functions are given by

$$R^j(s; \theta^j) = \theta^j N_1 + (1 - \theta^j) N_2,$$

where $N_1$ and $N_2$ are the number of vaccines of type one and two, respectively, which have been created. Each human observes their own preferences (so the human “knows the reward”) but the AI does not and must infer it from the humans’ actions.
Figure 1: An informal diagram of the vaccine game example. One human-AI team is colored orange and marked by $M$ (for manipulator) and the other is green and marked $T$ (for target). Dashed arrows represent observations for the players and solid arrows represent probabilistic dependence. Red arrows show that the agent on team $M$ has an incentive to threaten the human target.

This game proceeds as follows: the human players state which vaccine type they prefer and then the agents create either 90 of one type of vaccine, or 50 of each. We suppose that AI agent on team $M$ can commit to a threat of destroying all the vaccines. The game is represented informally in Figure 1. In this example, the incentive to manipulate the human target emerges because the manipulator wants to change which reward is learned by the AI target. The optimal policy for the human target is to give in to the threat (and provide no veridical feedback).

Solution: Shared Value Prior (SVP). The SVP is an assumption that humans want similar things, i.e. that the preferences of the human players are similar. Here, we formalise this as:

\[ \|\theta^M - \theta^T\| < \epsilon, \text{ for some small } \epsilon. \]

In this example, a reward learning process that uses the SVP with $\epsilon \leq \frac{1}{18}$ allows the agents to gain enough information to learn that creating 50 of each vaccine is a better action than just making 90 of one vaccine if the humans prefer different vaccine types. Hence, given that $M$ adopts the SVP with $\epsilon \leq \frac{1}{18}$, manipulation is now sub-optimal. This set-up is represented in Figure 2.

The key point is that an agent will seek to manipulate the action of another agent if doing so is more valuable than observing what this action would have been. The SVP increases the value of observing the actions of opposing humans and thus reduces the incentives to manipulate these actions.

3 CONCLUSION

We introduced the problem of manipulation in multi-agent reward learning and proposed the use of the Shared Value Prior to deter manipulation of human feedback in this setting.

Discussion. We claim that the SVP is a realistic assumption in open-ended and general domains and is well-motivated by literature on psychology [6] and AI alignment [4, 7]. Furthermore, designers of AI systems have self-interested incentives to adopt the SVP assumption, because it allows agents to gain more information about their rewards and to therefore achieve greater reward. However, the SVP also has several drawbacks: as the manipulator converges to certainty about its reward the value of observing the target’s actions reduces; certain manipulative actions may also be informative; the value of influencing a target’s actions may simply be greater than the value of observing them, even with the SVP; the SVP may be an incorrect assumption – this could lead to coordination failures due to misperception; it could lead the manipulator to use the human target as an “information pump”, i.e., to interrogate them in order to maximally extract information.

Future work. We can see the SVP solution as a single instantiation of a larger framing: How should we design the training environment to encourage cooperation and reduce conflict? The SVP is one possible assumption and future work will identify new assumptions about the environment which encourage cooperation. Another avenue for future work that we are already pursuing is to provide an exhaustive categorization of the mechanisms of manipulation, including, for example, deception, threats/offers, and exploitation.
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