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ABSTRACT
Multi-agent pathfinding is the problem of finding collision-free paths for a set of agents. Solving this problem optimally is computationally hard, therefore many techniques based on reductions to other formalisms were developed. In comparison to search-based techniques, the reduction-based techniques fall behind on large maps even for a small number of agents. To combat this phenomenon, we propose several strategies for pruning vertices off large instances that will most likely not be used by agents. First, we introduce these strategies conceptually and prove which of them maintain completeness and optimality. Eventually, we conduct an exhaustive evaluation and show that graph pruning strategies make reduction-based solvers comparable to search-based techniques on large maps while maintaining their advantage on small dense maps.
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1 INTRODUCTION
Multi-agent pathfinding (MAPF) is the problem of navigating a fixed set of mobile agents in a shared environment (map) from their initial locations to target destinations without any collisions among the agents [24]. This problem has numerous practical applications in robotics, logistics, digital entertainment, automatic warehousing and more, and it has attracted significant research focus from various research communities in recent years [10, 14, 17, 18, 20, 27]. The optimal MAPF solvers can be in general split into two categories – search-based and reduction-based. The former algorithms search over possible locations or conflicts among the agents, the latter reduce the problem to some other well-defined formalism such as Answer Set Programming (ASP; [7, 19]) or Boolean Satisfiability (SAT; [4]). While it is not always the case, it is generally established that each of the approaches dominates on different types of instances [14, 28]. The search-based solvers are easily able to find solutions on large sparsely populated maps while having trouble dealing with small densely populated maps. On the other hand, the reduction-based solvers are able to deal with the small densely populated maps but are unable to find a solution for large maps even with a small number of agents.

Since the reduction-based solvers have trouble with solving instances on large maps, the main idea of the presented techniques is to prune the map of vertices that are most likely not needed to solve the instance while maintaining completeness and optimality.

1.1 Related Work
Our proposed methods are build on top of an existing ASP-based MAPF solver [9, 11] and SAT-based MAPF solver [2, 3]. We describe these two solvers in more detail in later sections.

A similar idea can be seen in Corridor-Map-Method (CMM) [12, 13] where an explicit corridor is defined for each agent and the agent is allowed to move only in that corridor, thus, decreasing the search space of the problem. As opposed to CMM, our approach allows the set of the pruned vertices to change over time to maintain optimality and completeness. In the work on CMM, the authors do not focus on optimality, since they use the technique for online planning with dynamic obstacles. Also, they are concerned with smooth trajectories rather than the shortest possible paths.

A different angle on helping the underlying solver by removing some unnecessary information is implemented by SMT-CBS [26]. This approach does not include all of the constraints on the agents’ interactions. Only once it is found that a specific interaction needs to be forbidden, the solver is informed and the information is added. Similarly, in our techniques, we change the set of the excluded vertices based on the solutions provided by the underlying solver.

CBS is an optimal MAPF algorithm that is commonly studied and used in the literature and considered to be the state-of-the-art approach [5, 22]. We will also compare our results to CBS. It is a search-based algorithm that can be split into two levels. On the low level, a single-agent path for each agent is found (this can be done...
The high level checks if there are any conflicts between the single-agent plans. If there are any, constraints that disallow this conflict are added and the low level repeatedly finds single-agent plans in accordance with the constraints. The high level constraints tree is traversed in a best-first search so that the first found solution is guaranteed to be optimal.

If there are not many interactions between the agents, CBS is very successful even on large instances due to the polynomial low level. In a sense, the purpose of our proposed strategies is to help the underlying solver find easily some path for each agent (as the low level of CBS) and use the solver strength to deal with the conflicts among them (as the high level of CBS).

### 1.2 Contributions

The first contribution of this paper is identifying the types of instances that makespan optimal reduction-based MAPF solvers have trouble dealing with. We also reason why these instances are hard. The examples in this paper are always on a grid map, however, the idea and proposed techniques are valid for any type of graph.

The second contribution is describing three different strategies that solve the problematic instances. We also provide a theoretical analysis of the strategies on whether they maintain completeness and optimality.

The third contribution of this paper is an empirical evaluation of the proposed strategies along with different underlying reduction-based solvers. This also includes exploiting the preprocessing information commonly used by SAT-based solvers for ASP solving which is missing in the current encodings.

### 2 MAPF DEFINITIONS

MAPF instance \( M \) is a pair \( M = (G, A) \), where \( G \) is a graph \( G = (V, E) \) and \( A \) is a set of agents. Each agent \( a_i \in A \) is defined as a pair \( a_i = (s_i, g_i) \), where \( s_i \in V \) is a starting location of agent \( a_i \) and \( g_i \in V \) is a goal location of agent \( a_i \).

Our task is to find a valid plan \( \pi_i \) for each agent \( a_i \in A \) such that it is a valid path from \( s_i \) to \( g_i \). We use \( \pi_i(t) = v \) to denote that agent \( a_i \) is located in vertex \( v \) at timestep \( t \). Time is discrete and at each timestep \( t \), an agent can either wait in its current location or move to a neighboring location.

Furthermore, we require that each pair of plans \( \pi_i \) and \( \pi_j, i \neq j \) is collision-free. Based on MAPF terminology [25], there are five types of collisions (see Figure 1). In this work, we forbid edge, vertex, and swapping conflict while allowing following and cycle conflicts since during the last two conflicts, the agents are not occupying the same physical location. We call this setting parallel motion, as opposed to pebble motion [16], where all of the conflicts are forbidden.

In this paper, we are interested in finding a makespan optimal solution to MAPF problems. Makespan (or sometimes horizon) is the first timestep \( t \) at which all of the agents are located at their goal vertices. Once an agent arrives at its goal location it does not disappear. It may move out of the goal location again, however, the plan ends once all of the agents are at the goal location at the same time. This means that the length of the plan \( |\pi_i| \) is the same for all of the agents. Another cost function often used in literature is sum of costs [23]. Note that finding an optimal solution for either of the cost functions is an NP-Hard problem [21, 29].

![Figure 1: Conflicts between two or more agents. (a) edge conflict, (b) vertex conflict, (c) following conflict, (d) cycle conflict, (e) swapping conflict. Figure taken from [25].](image)

### 3 SOLVING MAPF VIA REDUCTION

#### 3.1 SAT Encoding

Let’s assume that we are looking for a solution to a MAPF problem with makespan (horizon) \( H \) using the parallel motion restriction on allowed conflicts. The SAT encoding in [2, 3] defines the following two sets of variables: \( \forall v \in V, \forall a_i \in A, \forall t \in \{0, \ldots, H\} : At(v, a_i, t) \) meaning that agent \( a_i \) is at vertex \( v \) at timestep \( t \); and \( \forall (u, v) \in E, \forall a_i \in A, \forall t \in \{0, \ldots, H - 1\} : Pass(u, v, a_i, t) \) meaning that agent \( a_i \) goes through an edge \( (u, v) \) at timestep \( t \). More specifically, it starts traversing the edge at timestep \( t \) and enters the vertex \( v \) at timestep \( t + 1 \). This is why the variables are not defined for timestep \( H \). An auxiliary loop edge \( (v, v) \) is added to \( E \), thus \( Pass(v, v, a_i, t) \) means that agent \( a_i \) stays at vertex \( v \) at timestep \( t \). To model the MAPF problem, we introduce the following constraints:

\[
\forall a_i \in A : At(s_i, a_i, 0) = 1 \tag{1}
\]

\[
\forall a_i \in A : At(g_i, a_i, H) = 1 \tag{2}
\]

\[
\forall a_i \in A, \forall t \in \{0, \ldots, H\} : \sum_{v \in V} At(v, a_i, t) \leq 1 \tag{3}
\]

\[
\forall v \in V, \forall t \in \{0, \ldots, H - 1\} : \sum_{a_i \in A} At(v, a_i, t) \leq 1 \tag{4}
\]

\[
\forall u \in V, \forall a_i \in A, \forall t \in \{0, \ldots, H - 1\} : At(u, a_i, t) \implies \sum_{(u, v) \in E} Pass(u, v, a_i, t) = 1 \tag{5}
\]

\[
\forall (u, v) \in E, \forall a_i \in A, \forall t \in \{0, \ldots, H - 1\} : Pass(u, v, a_i, t) \implies At(v, a_i, t + 1) \tag{6}
\]

\[
\forall (u, v) \in E : u \neq v, \forall t \in \{0, \ldots, H - 1\} : \sum_{a_i \in A} (Pass(u, v, a_i, t) + Pass(v, u, a_i, t)) \leq 1 \tag{7}
\]

Constraints (1) and (2) ensure that the starting and goal positions are valid. Constraints (3) and (4) ensure that each agent occupies at most one vertex and every vertex is occupied by at most one agent. The correct movement in the graph is forced by constraints (5) – (7). In sequence, they ensure that if an agent is in a certain vertex, it needs to leave it by one of the outgoing edges (5). If an agent is using an edge, it needs to arrive at the corresponding vertex in the next timestep (6). Finally, (7) forbids two agents to traverse two opposite edges at the same time (forbidding swapping conflict). To find the optimal makespan, we iteratively increase \( H \) until a satisfiable formula is generated.
We provide the constraints as a set of inequalities rather than a CNF formula since it is more readable and there are tools that automatically translate such inequalities into a CNF that is solvable by any SAT-solver.

### 3.2 ASP Encoding

To describe both movement actions and positional changes of agents, we use the ASP encoding\(^\text{1}\) of an action theory for MAPF in Listing 1, introduced by [9, 11]. The encoding assumes that graph \(G\) is a grid and plans agents (here called robots) in parallel within a makespan while avoiding conflicts. Specifically, the plan’s timesteps are bound by the horizon (or makespan) in Line 1. Line 3 gives the four cardinal directions, used in Line 4 to represent all transitions on the grid with its \(x,y\)-coordinates stated by predicate \(\text{position}/1\). Possible movement actions, at most one per agent and timestep, are generated by Line 8. Related preconditions and positional changes are described in Lines 10–12: \(\text{position} (R,C,T)\) states that agent \(R\) is at \(x,y\)-coordinates \(C\) at time \(T\). For an agent \(R\) sitting idle at time \(T\), the frame axiom in Lines 14–15 propagates its unchanged position. Swapping conflicts are prevented by Lines 17–19, and both edge and vertex conflicts by Line 21.

```prolog
1 time(1..horizon).
2 direction((X,Y)) :- X=1..1, Y=1..1, |X+Y|>1.
3 nextto((X,Y),(DX,DY),(X',Y')) :- direction((DX,DY)), position((X,Y)), position((X',Y').)
4 (X,Y)=(X'-DX,Y'-DY), (X',Y')=(X+DX,Y+DY).
5 \{ move(R,D,T) : direction(D) \} 1 :- isRobot(R), time(T).
6 position(R,C,T) :-
7 move(R,D,T), position(R,C',T-1), nextto(C',D,C).
8 \:- move(R,D,T), position(R,C ,T-1), not nextto(C ,D, ).
9 position(R,C,T) :-
10 position(R,C,T-1), not move( ..,T), isRobot(R), time(T).
11 moveo(C',C,T) :-
12 nextto(C',D,C), position(R,C',T-1), move(R,D,T).
13 \:- moveo(C',C,T), moveo(C',C', T), C < C'.
14 :- \{ position(R,C,T) : isRobot(R) \} > 1, position(C), time(T).
```

**Listing 1: Action theory for agent movements.**

Further, we augment the action theory encoding with the goal condition in Listing 2 to enforce that every agent \(R\) has reached its goal coordinates \(C\), stated by \(\text{goal}(R,C)\), at the time \(\text{horizon}\).

```prolog
1 :- not position(R,C,horizon), goal(R,C).
```

**Listing 2: Goal condition for agents and assigned nodes.**

Overall, our ASP encoding consists of the action theory (Listing 1) in conjunction with the goal condition (Listing 2) and expects a MAPF instance in form of the aforementioned ASP facts as input.

### 4 GRAPH PRUNING

#### 4.1 Motivation

There are two commonly used techniques to speed up computation, both applicable to the described reduction-based solvers. First, using a lower bound for the makespan instead of starting with \(H = 1\). A simple lower bound is to compute for each agent \(a_i\) the shortest path from agent’s start location \(s_i\) to agent’s goal location \(g_i\). The lower bound for \(H\) is then the longest of these shortest paths.

Another enhancement is to preprocess the variables representing the agent’s location. These variables correspond to an agent being present at some location at a time. However, for some locations, we can determine, that the specific agent cannot be present at the specific time, because we know where the agent needs to be present at times 0 and \(H\). Specifically, for agent \(a_i\), if vertex \(v\) is distance \(d\) away from start location \(s_i\), we know that the agent \(a_i\) cannot be present in vertex \(v\) at times \(0, \ldots, (d-1)\) because it cannot travel the distance in time. Similarly, if vertex \(v\) is distance \(d\) away from goal location \(g_i\), agent \(a_i\) cannot be present in vertex \(v\) at times \(H - d + 1, \ldots, H\). For SAT encoding, we set the corresponding variables \(At(v,i,t)\) to \(\text{False}\). For ASP, we add the integrity constraint in Listing 3 to ensure that agent \(R\) occupies an eligible position \(C\) at time \(T\), expressed by a fact \(\text{poss_loc}(R,C,T)\).

```prolog
1 :- not poss_loc(R,C,T), position(R,C,T), isRobot(R),
2 poss_loc(R,C,T).
```

**Listing 3: Eligible agent locations from pre-processing.**

Both of these techniques maintain completeness and optimality. However, there are situations, where too many possibilities for the agent’s location remain, which may overwhelm the underlying solver. As a motivation example, see Figure 2a. The agent is placed on a 4-connected grid map going from one corner to the diagonally opposite corner. With just one agent and no obstacles, there are \(\binom{2N-1}{N-1}\) possible shortest paths if the size of the grid is \(N \times N\). As seen in the figure, the preprocessing correctly finds at what timesteps the agent can be located at which vertices, noted by the number in the corner of each vertex. However, the number of choices for the solver is still too large. We propose to pick just one of the shortest paths and treat the other vertices as an impassable obstacle. Hence, for these vertices, there are no variables entering the solver. Such pruning of the graph can be seen in Figure 2b.

Another example where this approach is helpful can be seen in Figure 3a. The two agents have different lengths of shortest paths. For the orange agent with the longer path, preprocessing correctly finds the only shortest path. However, the blue agent with a much shorter path may move anywhere in the shaded area since it has enough time. Recall that we are computing makespan optimal solutions, so we are interested in the timestep when all agents are at their goal locations. This time is prolonged by the

---

\(^{\text{1}}\)https://github.com/potassco/asprilo-encodings/blob/master/m/action-M.lp
orange agent, therefore the blue agent has many more choices. If we use our pruning technique the number of choices reduces dramatically. The blue agent can still choose when to move to the goal location, or even move back and forth a few times, however, it may use significantly fewer vertices.

Figure 4: An instance with two agents that want to swap their positions.

Of course, this pruning does not maintain completeness in general. A simple counterexample can be seen in Figure 4. The two agents want to swap their location (ie. their goal location is identical with the starting location of the other agent). To do this, the only solution is for both of them to travel to the right and use the top vertex to switch their position. If we were to use our pruning technique, this would not be possible, making the example unsolvable. To mitigate these instances, we propose several strategies how to change which vertices are pruned.

4.2 Solving Strategies

First, we establish some notation. Let $SP_i$ be the vertices on a chosen shortest path for agent $a_i \in A$ (ie. a single shortest path from $s_i$ to $g_i$). The length of the path is $|SP_i|$. The union of vertices on the shortest paths of all agents is $SPA = \bigcup_{a_i \in A} SP_i$. Note that for each agent we consider just one shortest path. If multiple shortest paths exist for an agent, one is chosen at random. Given this notation the lower bound on makespan of an instance $M = (G,A)$ can be written as $LB_{mks}(G,A) = \max_{a_i \in A} |SP_i|$. For short, we refer to such lower bound just by $LB$.

A $k$-restricted graph $Gres_{k}^{SPA}$ is a subgraph of $G$ containing only vertices in $SPA$ and vertices that are at most distance $k$ away from some vertex in $SPA$, ie. $Gres_{k}^{SPA} = \{ v \in V \mid \exists u \in SPA, \text{dist}(u,v) \leq k \}$. Since we always fix $SPA$, we write for simplicity only $Gres_k$. Note that $Gres_k \subseteq Gres_{k'}$ for $k \leq k'$. An example of such $k$-restricted graph can be seen in Figure 5. For a 0-restricted graph, only the shortest path is part of the graph. A 3-restricted graph is the whole initial graph in case of the example in Figure 5.

Since finding the makespan optimal solution is done by iteratively increasing the makespan, we define a makespan-restricted MAPF instance $M = (G,A,M^*)$. This is the same problem as finding the solution for $M = (G,A)$ in makespan $H$.

The $(k,m)$-relaxation of $M$ is the makespan-restricted MAPF instance

$$M_{k,m} = (Gres_k, A, LB + m)$$

This relaxation means that instead of the whole graph $G$ we consider only $Gres_k$ and we are finding a solution with extra makespan $m$ – extra over the lower bound on makespan. Also note that $Gres_k$ is constructed such that $LB_{mks}(Gres_k, A) = LB_{mks}(G, A)$ for any $k$, therefore, we do not need to change the notation of $LB$.

We can build a partial order $\prec_{relax}$ over the $(k,m)$-relaxations $M_{k,m}$ such that

$$M_{k,m} \prec_{relax} M_{k',m'}$$

if $k \leq k'$, $m \leq m'$ and $k + m < k' + m'$

There is an upper bound on $k$ such that for some $k_{max}$ we have $Gres_{k_{max}} = G$. There is also a theoretical upper bound on makespan for a given MAPF instance of $O(V^3)$ [16], however, in this paper we work only with solvable instances (this can be checked by polynomial-time algorithm) and we do not need to know the exact upper bound on makespan. Just for the next example assume that $k_{max} = 3$ and $m_{max} = 2$. Then, Figure 6 depicts the space of possible relaxations induced by $\prec_{relax}$. Note that the partial ordering forms a lattice.

Figure 6: MAPF instance relaxations for $k_{max} = 3, m_{max} = 2$.

The generic algorithm to solve MAPF using the relaxed instances can be seen in Algorithm 1. First, we build an initial $(k,m)$-relaxation and we iteratively change $k$ and $m$ until the instance is solvable.
This corresponds to a traversal of the lattice formed by the partial ordering $\prec_{relax}$. Note that the shortest path for each agent is fixed for all of the iterations. Next we identify four reasonable traversals.

Algorithm 1 Generic algorithm solving MAPF using relaxation.

```plaintext
function GENERIC MAPF RELAXATION($M = (G, A)$)
    $LB = \max_{a \in A} |S_a^i|$
    $(k, m) \leftarrow Initial\_Candidate()$
    while not solve_MAPF($M_{k,m}$) do
        $(k, m) \leftarrow Relax()$
    end while
    return $LB + m$
end function
```

4.2.1 Baseline Strategy. The classical approach to solving MAPF makespan optimally can be expressed in the relaxed instances as follows. We start with an initial candidate of $k_{\text{max}}$ (ie. the whole graph $G$) and $m = 0$. If the relaxed instance is unsolvable, only the additional makespan is increased as $m = m + 1$. In terms of the Figure 6, the first solved relaxation is $M_{3,0}$ and then we are moving only to the right-hand side. We shall refer to this strategy as baseline or B for short.

**Proposition 1.** If a MAPF instance $M$ has a solution, baseline strategy finds an optimal solution.

**Proof.** Since $M$ has a solution, there needs to be an optimal solution with some makespan $H$ such that $LB \leq H$. The baseline strategy will try all of the possible makespans $LB, \ldots, H$, with $H$ being the first solvable. □

4.2.2 Makespan-add Strategy. The first smarter solution is to keep only the vertices on the shortest paths and the immediately adjacent ones. The initial candidate is $k = 1$ and $m = 0$. Otherwise, the strategy is the same as the baseline strategy – if the relaxed instance is unsolvable, we increase $m = m + 1$ while the $k$ is never changed. We refer to this strategy as makespan-add or A for short.

**Proposition 2.** Makespan-add strategy is both suboptimal and incomplete.

**Proof.** For a simple example where makespan-add cannot find a solution recall Figure 4. No matter how the initial constant of $k$ is set, we can create a graph where the extra vertex needed for the two agents to swap is not part of $G_{res}$.

For an example where makespan-add finds a suboptimal solution see figure 8 with blue agent choosing the blue path. In this case makespan-add needs to increase $m$ two times to find a solution, while it would be possible to find a solution in $LB$ steps if the vertices of the black path were included. □

On the other hand, in most cases, this simple strategy can find a solution, and due to the great reduction of vertices of the graph, the solution may be found quickly. We choose to start with $k = 1$ rather than $k = 0$ to increase the probability for a solution to exist while keeping the number of vertices to a minimum.

In terms of Figure 6, the strategy first moves to the left once and then only to the right.

4.2.3 Prune-and-cut Strategy. The previous strategies either use unnecessary large restricted graph or do not guarantee to find a solution. Strategy prune-and-cut (P for short) guarantees both completeness and optimality. We start with initial candidate $k = 0$ and $m = 0$. In case the relaxed instance is unsolvable, we cannot be sure if the reason is the restriction on $k$ or on $m$. However, since we do not want to overestimate $m$, we cannot be sure that the reason is the restriction on $k$ or on $m$. In case the relaxed instance is unsolvable, we are sure that $m$ needs to be increased. Since we proved that we require at least $m + 1$ extra makespan, we can optimistically assume that the whole $G_{res}^{k_{max}}$ is not needed and we restrict the graph back to $k = 0$ producing $M_{0,m+1}$.

**Proposition 3.** If a MAPF instance $M$ has a solution, prune-and-cut strategy finds an optimal solution.

**Proof.** Before $m$ is increased, we always check if there is a solution using the original $G$. The rest of the proof is the same as for Proposition 1. □

During our initial experiments, it turned out that the whole $G_{res}^{k_{max}}$ is usually not necessary. Therefore, increasing $k$ by 1 each time may prove inefficient, since most of the calls are unsolvable and we just need to prove that we can increase $m$. For this reason we increase $k$ by powers of 2 (ie. $k = k + 1, k = k + 2, k = k + 4, \ldots$).

Another implementation improvement is to not increase up to $k_{max}$ but rather to some $k \leq k_{max}$ that produces $G_{res}$ that includes all of the vertices reachable in given $LB + m$ by some agent. This information can be obtained by the preprocessing.

The visualization of solver calls of the prune-and-cut strategy over the lattice can be seen in Figure 7.

**Figure 7:** The traversal of the lattice by strategy prune-and-cut. The highlighted relaxed instances are being solved.

4.2.4 Combined Strategy. The drawback of the prune-and-cut strategy is that in the case the makespan needs to be increased, we first increase $k$ up to $k_{max}$ before increasing $m$. To mitigate this problem, we present the combined strategy (C for short). The initial candidate is again $k = 0$ and $m = 0$. If the relaxed instance is unsolvable, we increase both $k = k + 1$ and $m = m + 1$ at the same time. This way, we save the number of calls to the solver because we do not need to explore all of the possible reductions in the $k$ direction. On the other hand, this strategy is no longer optimal.
Proposition 4. If a MAPF instance $M$ has a solution, combined strategy is guaranteed to find a solution (completeness) but not necessarily an optimal one.

Proof. If it is necessary to use all of the vertices in the graph $G$ to find a solution, combined strategy will eventually increase $k$ up to $k_{\text{max}}$ since $k_{\text{max}}$ is a finite number. However, in doing so, it may overestimate the $m$ needed. Figure 8 with blue agent choosing the blue path is again such an example.

Figure 8: An example instance where the blue agent has two choices of the shortest path. If the blue path is chosen, the proposed strategies perform worse.

The described strategies (with the exception of baseline) may suffer from poor choices of the initial shortest paths for each agent. See example in Figure 8. The blue agent has two possible shortest paths. If the algorithm by random chooses the blue path, none of the sophisticated strategies is able to solve the relaxed instance in the first solver call. Makespan-add would find a suboptimal solution with makespan $LB + 2$, prune-and-cut would require to increase $k$ two times to be able to use the black path, and combined strategy would also find a suboptimal solution with makespan $LB + 2$.

This issue can be mitigated by including all of the vertices on all of the possible shortest paths into the $G_{\text{res}}$, however, this goes against the logic of the motivational example in Figure 2, therefore we still include only one of the shortest paths for each agent.

5 EXPERIMENTAL EVALUATION

To test and compare the proposed strategies and the underlying solvers, we set up empirical experiments.

The SAT-based solver is implemented in Picat programming language [30] and is run on Picat version 3.1. For ASP, we used the grounding-and-solving system clingo [6, 15] version 5.5.1.

Furthermore, we used an implementation of a makespan optimal CBS algorithm [1] to compare to a state-of-the-art search-based approach. We are using CBS as a black-box without influencing which shortest paths the algorithm chooses. As shown in previous examples, using poorly chosen paths may lead to worse performance in our strategies. On the other hand, one of the first steps of CBS is to choose different shortest paths if the initial ones are chosen poorly. Therefore, we argue that this comparison is fair even if the initial paths are chosen differently by our strategies and the CBS algorithm.

We ran the experiments on an Intel Xeon E5-2650v4 under Debian GNU/Linux 9, with each instance limited to 300s processing time and 28 GB of memory.

5.1 Instances

The instances used in our experiments are inspired by commonly used benchmark instances available online [25]. To see the effect of the increase in the size of the map, we chose maps such that they fall into one of three size categories – small (32 by 32), medium (64 by 64), and large (128 by 128). Furthermore, the structure of the impassable obstacles in the map may affect the paths of the agents and thus the solver performance. We picked the following types – empty, maze, random, and room (see Figure 9 for reference). Unfortunately, some of the combinations of size and type were not available in the benchmark set, therefore, we had to create our own following the structure of the existing maps.

Figure 9: Types of maps used in the experimental evaluation. From left to right: maze, random, and room.

For the placement of the agents (called scenarios), we used the available scenarios from the benchmark sets or, if not present, created our own. For each map, we used 5 different scenarios. Furthermore, we created new scenarios for each map such that the distance from start to goal of each agent is similar and the paths of the agents need to cross more often. We did this because the makespan optimal solution for the random scenarios rarely differ from the lower bound. This is caused by one of the agents having a much longer path than the others leaving them with enough time to solve any conflicts. The behavior of our strategies may be greatly affected by many conflicts and the need to increase the makespan.

We are also using 5 different scenarios with this setting. The intended way to use the benchmark set is to create an instance of MAPF from a map and a number of agents from a scenario. If the instance is solved in the given time-limit, additional agents from the same scenario are added and thus a new MAPF instance is produced. Once the instance cannot be solved in the time-limit, it is reasoned that increasing further the number of agents cannot make the instance solvable. We are aware that using reduction-based solvers, this may not always hold. Also, some of our strategies may benefit from additional agents which change the restricted graph. However, these cases are extremely rare and therefore, we decided to use the benchmark as intended starting with 5 agents, adding 5 more each time the instance is solvable in given time-limit.

5.2 Results

Table 1 shows the measured results for all of the possible combinations of strategies and underlying solvers we used. For the ASP-based solver, we differentiate between using and not using preprocessing, since the preprocessing is a new addition to the existing encoding. For the SAT-based solver, we did not include the setting...
Table 1: Number (ratio) of solved instances, IPC score, average maximal number of agents in a solved scenario, average number of conflicts, and average number of constraints. The results are split by the map size. Strategies are baseline (B), prune-and-cut (P), makespan-add (M), and combined (C).

![Figure 10: Number of instances (x-axis) solved in a given time-limit (y-axis).](image)

without preprocessing, since these results were not competitive at all. For all of the underlying reduction-based solvers, we used all of the four proposed strategies. Lastly, we also include results obtained by CBS. The results are split by the size of the maps.

The number of solved instances (absolute value and ratio to the total number of instances) indicates that the most successful combination is ASP with preprocessing with C. This combination was the most successful on all sizes and in fact on all of the types of instances. The strategies are clearly ordered with M being the most successful, closely followed by P and B with B being the worst. This ordering is maintained for all of the underlying solvers. Also using the preprocessing maintains this ordering.

While B is similarly successful on the smallest instances, With the increase of the map size, the success ratio of B falls drastically, while for all of the remaining proposed strategies the ratio decreases only slightly. This is an indication that the motivation of the strategies to make reduction-based approaches more competitive on large maps – is indeed fulfilled. Also note, that for the CBS the ratio increases with the increase of the map size. This also indicates that the intuition that CBS is more successful on sparse maps is valid.

The IPC score (introduced at International Planning Competition, hence the name) is computed as 0 if the solver did not finish in time, otherwise as \textit{min. time}, where \textit{min. time} is the time it took the fastest solver and \textit{solver time} is the time it took the solver in question. This produces a score in the range from 0 to 1, where the bigger the number the better. The scores of all instances are summed in Table 1. The IPC score tells a similar story as the solved instances. The ordering of the strategies is maintained and the preprocessing also helps. On the other hand, we can see that B lacks behind even on the smallest instances. This means that while it managed to solve many of the smallest instances, it did not solve them fast. This trend can also be seen in Figure 10 which shows the instances ordered by their runtime. For better readability, we omitted the results of SAT-based solver, since they are not competitive.

Among all algorithms and map sizes, the maximum number of successfully planned agents was 225, solved for some small maps by ASP with \( P \) and \( C \). The average number of maximum agents per scenario solved on different map sizes is shown in Table 1. The number falls with the increase in map size as expected. Again, we observe that the decrease of the maximal number of agents solved is higher for strategy \( B \) than the other strategies, even though \( B \) solves the most agents on the smallest maps. On larger maps, strategy \( P \) with ASP with preprocessing is the most successful optimal approach, while strategy \( C \) with ASP with preprocessing is the most successful overall. The least successful approach on large maps is SAT with \( B \) followed by CBS. If we inspect the results of individual instances (not included in the table due to readability reasons), we can see that the easiest map types (i.e. most solved agents) are empty and random, while for maps maze and room the algorithms were able to solve only instances with fewer agents.

The SAT-based solver lacks behind ASP-based solver significantly, with CBS reaching similar results as the SAT-based solver. We conjecture that the reason for the poor performance of CBS is threefold. (1) The map types maze and room are much more challenging for CBS because of the extra congestion [14, 28]. The success ratio and IPC score for empty and random are much higher for CBS than for the other types of maps. (2) The scenario setting
where agents’ paths cross each other is more challenging for the same reason. Again, we can see this in both the IPC score and success ratio. We do not include map types and agent start/goal locations in Table 1 since, for the other solvers, the difference is less significant. (3) The two previous reasons are based on our observation of the results, however, even on the favorable setting, the CBS lacks behind the ASP-based solver. We conjecture that the makespan objective is harder for CBS than the sum of cost objective which is the objective used in most CBS publications. There are significantly more solutions with the same makespan than with the same sum of costs making the best-first search of CBS less prominent.

The ordering of the performance of the strategies can be explained by looking at the average number of vertices and number of calls to the underlying solver. Strategies C, M, and P used on average 22%, 24%, and 20% of the vertices used by B. For M it was unnecessary in some cases to start with $k = 1$. On the other hand in the cases where $m$ needed to be increased, P needed to solve greater number of relaxed instances. C takes the best of both, which explains its prominent results.

As for optimality, both B and P are optimal. C found an optimal solution in 85% of cases, while M found an optimal solution in 76% of cases. When the found solution was not optimal, it was on average only 4% and 6.4% over the optimum for C and M respectively.

![Figure 11: Solver time to total runtime ratio per number of agents for specific scenario maze 32 by 32.](image)

Since our strategies performed best in conjunction with ASP-based solving, we focus on an in-depth analysis of the related benchmark runs, as summarized in the first two main columns of Table 1. The last two main rows state, per clingo solve call, the average number of search conflicts and the size of the internal problem representation in terms of number of constraints. At first, let us consider the strategies without preprocessing, detailed in the leftmost main column of Table 1. In comparison to our baseline B, the strategies using a graph pruning (viz. P, M and C) show a significant gain in solved instances and IPC score, for medium and large instances. E.g. for large instances (size 128), B solves 162 instances and has IPC score of 24.8 whereas the graph pruning, optimal strategy P solves 287 instances and has an IPC score of 147.9. Similarly, the graph pruning strategies reduce the number of constraints by one order of magnitude, for large instances, e.g. B has 44.2 million constraints whereas P has only 7.8 million. Secondly, augmenting the strategies with preprocessing, detailed in the mid column of Table 1, leads to another substantial increase of solved instances and IPC scores. Analogously, preprocessing reduces the number of constraints by an additional order of magnitude. E.g. for large instances, P improves from 286 to 315 solved instances, from 147.9 to 203.1 IPC score and from 7.8 down to 0.3 million constraints.

Independent of the employed strategy or preprocessing, the number of encountered conflicts, an indicator for the complexity of clingo’s search for a solution, stays very low, ranging between 67 and 760 conflicts. Based on these observations, we conjecture that — on their own and in combination — the graph pruning strategies and the addition of preprocessing information lead to a significant simplification of clingo’s grounding of the ASP input program which is, eventually, reflected by the substantial decrease of the internal problem size and overall runtime improvement. Hence, in general, the ASP computation seems to be dominated by grounding whereas the search difficulty is trivial. However, this trend does not apply to every single problem instance: a closer look into the consecutive test runs on single scenarios, such as the specific maze 32 by 32 scenario in Figure 11, shows that the ratio between solve time and overall runtime will gradually increase, over the course of adding more and more agents. That is, as witnessed in [14], a higher congestion of agents will generally lead to a higher number of potential agent collisions and, by that, to more conflicts during search. Considering that ASP typically outperforms search-based MAPF solvers for highly congested maps, we selected the top 20 instances with the most search conflicts still solvable before timeout by ASP with our best-performing, optimal strategy P and preprocessing. Out of those instances, 6 could be also solved by ASP with P but without preprocessing, 8 by SAT with preprocessing and P, and 2 by CBS.

### 6 DISCUSSION

We proposed several graph pruning strategies to mitigate the lack of scalability of reduction-based MAPF solvers on large maps. We did this by removing some of the vertices from the map thus lowering the number of variables entering the underlying solvers. We showed that one of the strategies maintains completeness and optimality. In our empirical evaluation, the strategies were able to solve more instances than both the baseline approach and the CBS algorithm. The best performance was achieved by the suboptimal combined strategy that while suboptimal was able to find an optimal solution in most cases and was on average only 4% away from optimum.

In future work, we aim to modify the strategies to be able to find the sum of costs optimal solutions rather than makespan optimal to provide a better comparison to search-based algorithms.

ASP is the most effective approach in conjunction with our strategies. However, in most cases the computation is dominated by (re)-grounding of the problem. Fortunately, clingo offers an advanced methodology called multi-shot solving [8] that supports the operative processing of multiple consecutive problems. Instead of restarting clingo whenever we relax the instance, we may reuse the process by directly updating its internal knowledge base.

### ACKNOWLEDGMENTS

Research is supported by project P103-19-02183S of the Czech Science Foundation, the Czech-USA Cooperative Scientific Research Project LTAUSA19072, and DFG grant SCH6 550/15, Germany.
REFERENCES


