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ABSTRACT
As reinforcement learning (RL) continues to improve and be applied in situations alongside humans, the need to explain the learned behaviors of RL agents to end-users becomes more important. Strategies for explaining the reasoning behind an agent’s policy, called policy-level explanations, can lead to important insights about both the task and the agent’s behaviors. Following this line of research, in this work, we propose a novel approach, named as CAPS, that summarizes an agent’s policy in the form of a directed graph with natural language descriptions. A decision tree based clustering method is utilized to abstract the state space of the task into fewer, condensed states which makes the policy graphs more digestible to end-users. This abstraction allows the users to control the size of the policy graph to achieve their desired balance between comprehensibility and accuracy. In addition, we develop a heuristic optimization method to find the most explainable graph policy and present it to the users. Finally, we use the user-defined predicates to enrich the abstract states with semantic meaning. We test our approach on 5 RL tasks, using both deterministic and stochastic policies, and show that our method is: (1) agnostic to the algorithms used to train the policies, and (2) comparable in accuracy and superior in explanation capabilities to existing baselines. Especially, when provided with our explanation graph, end-users are able to accurately interpret policies of trained RL agents 80% of the time, compared to 10% when provided with the next best baseline. We make our code and datasets available to ensure the reproducibility of our research findings: https://github.com/mccajl/CAPS
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1 INTRODUCTION
Neural networks have been successfully applied to reinforcement learning (RL) problems in areas of control [2] and games [15]. Due to impressive performance in these areas, RL has started appearing in performance-sensitive real-world applications like chip design [14], server management [11], and robotics [19]. However, the black-box nature of neural network decisions increases the need for end-user trust when deploying a new RL system [6]. Explainable reinforcement learning (XRL) attempts to build this trust by explaining the behavior of an RL agent that uses neural networks in its decision making process.

In general, we argue that a truly useful XRL has to satisfy several desiderata. First, XRL has to explain the entire policy (i.e., behavior) of the agent to end-users who likely have insufficient knowledge of RL. Policy-level explanations attempt to reveal the policy of an agent for many different regions of the state space, and “before” the agent has taken any actions [5, 23, 26]. However, existing XRL methods often focus on explaining the decisions of an RL agent in specific instances [8, 18]. Second, XRL needs to be generalizable for both deterministic and stochastic RL policies in continuous or discrete state spaces. However, existing XRL approaches explain only deterministic policies [26] or discrete state spaces [23]. Third, XRL needs to deliver explanations, which end-users can interpret, with as minimal user intervention as possible. Moreover, the end-users should be given control over the size and thoroughness of the explanation based on their needs. Finally, the explanations must accurately describe the agent’s policy, which can be evaluated using the fidelity test [13].

In this paper, satisfying these desiderata, we propose a generalizable policy-level explanation approach, named as Comprehensible Abstract Policy Summaries (CAPS), that explains both stochastic and deterministic policies of an RL agent and displays the policy as a directed graph, embedded with intuitive natural language (NL) explanations. CAPS first collects, from the user, simple NL predicates which describe potential aspects of the agent’s state (e.g., “car moves right” or “car stops at the stop sign”). CAPS then collects no more than 500 timesteps from the RL agent trajectories. In order to make the explanation process tractable, CAPS uses a clustering algorithm, CLTree [9], that abstracts the agent’s states into a hierarchy of different configurations of clusters (C). Each cluster maps the similar states into one abstract state. A heuristic
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optimization technique is developed to select the best configuration of the clusters, which is determined by the accuracy of the state transitions and the end-user interpretability. For each cluster, \( c \in C \), \( \text{CAPS} \) also identifies whether the agent considers the states in the cluster to be critical, extending the methodology proposed in [6]. Then, using the generated clusters \( C \), \( \text{CAPS} \) forms the agent’s policy (\( \pi \)) and transition function as a directed graph, where the nodes are the clusters of states, forming abstract states, and the edges represent the actions chosen by \( \pi \), as well as the probability of transitioning from one abstract state to the next. To enrich the generated graph with more semantic meaning, \( \text{CAPS} \) labels the abstract states (i.e. graph nodes) with concise NL explanations using the user-defined language predicates and Boolean algebra. Lastly, by controlling the height of the CLTree, \( \text{CAPS} \) gives the end-user the choice of generating different policy graphs with different sizes such that each size corresponds to different levels of abstraction.

To demonstrate the utility of \( \text{CAPS} \), we use five popular RL environments. We trained the RL agents in the environments using an algorithm for stochastic policies, PPO [21] and an algorithm for deterministic policies, DQN [16]. Our experimental results indicate that \( \text{CAPS} \) is generalizable with minimal user interventions. To measure how close the explanation graphs are to the agent’s policy, we ran fidelity testing for each environment and compared it against two baselines which share the most in common with our approach [23, 26]. The results show that the accuracy of the policy graphs produced by \( \text{CAPS} \) is comparable to those produced by the baselines. We also conducted a user study to test the “real” explainability of the generated graphs with different abstraction levels against the two baselines. Results show that users presented with \( \text{CAPS} \) graphs identify the correct state and next action of an agent 80% of the time, compared to just 10% for the next best baseline.

Our contributions are summarized as follows:

- We introduce a policy explanation approach for creating abstract policy graphs with different state abstraction levels, which provides the end-users with more control over the size of the graph.
- We provide an optimization heuristic for maximizing the accuracy of our policy graphs, while minimizing the size of the graph.
- We highlight which abstract states the agent considers most important to the task which builds trust in end-users [6].
- We propose a novel algorithm for generating a single natural language representation for each abstract state. Our method overcomes the issue of previous natural language grounding methods, where too many contradictory state regions can degrade the quality of the explanation as in [5].

2 RELATED WORK

Researchers have highlighted important pixels in a frame of an Atari game [7], [25], [4], and generated contrastive Atari frames which would cause the agent to take another action [18]. [8] use reward decomposition to identify the part of the goal a specific action was meant to achieve. Other methods identify states which an RL agent determines is important for the outcome of the episode. The entropy of the agent’s policy and the maximum difference of the value function have been used to determine states in which a certain action needs to be taken to avoid failure [1], [6]. Highlighting such states improves a user’s trust in the agent [6].

For policy-level explanations, Liu et al. in [10] generate decision trees that mimic the agent’s policy, and then interpret the rules formed by the learned tree. Structured models of the environment have been created in [12] to trace the outcomes of the agent’s policy and produce explanations. These models are not generalizable across tasks and are difficult to create in large environments, or in environments where the complete state transition dynamics are unknown. Another method has been proposed in [24] to generate an explanation of a policy by comparing it to a user-generated ‘foil’ policy. It, however, requires the end-user to have a foil policy in question and know the dynamics of the environment. In [5], policy-level explanations have been generated in response to user queries. They also propose a method for translating state regions to natural language. Our proposed approach improves their methods for translating state regions, and generates policy explanations which encompass more scenarios than just those that the user queries.

An abstracted Markov chain has been built in [23] and is displayed as a directed graph to explain the agent’s policy. This approach clearly visualizes the structure of the environment, and the agent’s path while traversing it. However, the generated policy graph is not interpretable beyond its shape, because the nodes representing abstract states are not given natural language labels. For stochastic policies and larger environments, the produced graphs can quickly become too large [23].

Zahavy et.al [26] create state abstractions in Atari environments using clustering. Their method produces abstract policy graphs, but requires heavy manual feature engineering and knowledge of the environment. In addition, the quality of the abstract groupings is dependent on the engineered features, and they do not provide a way to interpret their policy graphs beyond environments with image representations. Our method alleviates these weaknesses by clustering the state abstractions before any feature engineering is applied, but the two can be used in conjunction if the user already has extensive knowledge of the environment. The comparison between our proposed \( \text{CAPS} \) and prior work is listed in Table 1.

3 BACKGROUND

3.1 Reinforcement Learning

An RL agent learns by acting within an environment. Their interaction can be characterized as a Markov Decision Process (MDP) described by the tuple \((S, A, P, R)\), where \(S\) is the set of states, \(A\) is the set of actions available to the agent, \(P\) is the transition function such that \(P(s_t, a_t)\) produces a distribution over all possible next states at time \(t\), and \(R\) is the set of all possible rewards that an agent can receive for actions taken in states. The goal of an agent is to learn the policy, \(\pi(s_t) = a_t\), which would maximize the total discounted reward over the whole task. To help discover the optimal policy, an agent learns to approximate the value function, \(v(s_t)\), which is the expected discounted reward that can be gained by being in the state \(s_t\) and following the policy, \(\pi\). Formally, the value function is:

\[
v(s_t) = E \left( \sum_{t=t}^{\infty} \gamma^t R(s_t, \pi(s_t), s_{t+1}) \right)
\] (1)
The main deliverable from \( A \) is a directed graph of vertices matching the actions \( \pi \) of a trained agent. In the case of stochastic policies, \( \pi \) produces a probability distribution over \( A \), \( \pi(\cdot|s) \), which can then be sampled to choose \( a_t \). The goal of CAPS is to display information about the policy, \( \pi \), and the transition function, \( P \), to the user as an easily understood directed graph.

### 3.2 CLTree
CAPS relies on clustering, an algorithm for finding the natural groupings of data points within the entire set. Specifically, we use the clustering algorithm, CLTree [9], which trains a decision tree to separate the data that belongs to the set, from data which is artificially inserted into the set uniformly. By learning the feature boundaries which separate real data from fake data, the nodes in the tree form natural clusters. In addition, these clusters can be combined or separated by traversing up or down the tree. Therefore, by pruning the tree, each cluster can be more inclusive or exclusive according to the user’s needs.

### 4 THE PROPOSED APPROACH: CAPS
The main deliverable from CAPS is a directed graph to describe the agent’s policy in NL predicates. We formulate the output graph \( G = (V, E) \) to explain the RL policy components, states, actions, and transitioning probabilities between the states. \( V \) is a set of vertices representing the RL agent’s states \( S \) from the MDP representation of the environment. \( E \) is the set of edges connecting the vertices matching the actions \( A = \pi(S) \) in the MDP and defined as \( E \subseteq \{(v_1, v_2)|v_1, v_2 \in V \} \). Since \( G \) is a directed graph, we can annotate \( E \) with the transition probabilities \( P \) as defined in the MDP.

Directly mapping the states \( S \), actions \( A \), and transitions \( P \) from the original MDP to \( V \) and \( E \) in \( G \) is intractable for the end-user interpretation. For instance, generating \( G \) for an episode of 100 timesteps collected from a policy \( \pi \) could, in the worst case, include 100 vertices to represent each state in the episode. Given the definitions of the RL agent’s policy \( \pi \) and the graph \( G \), we frame this problem within CAPS framework as a four step process as depicted in Figure 1 and explained in the following subsections.

### 4.1 Data Collection
In this step, we collect two small datasets, \( U \), from the end-user, and \( D \), from the RL agent’s execution. The user is asked to create natural language predicates that concern them about the environment and the agent’s task. For example, for a self-driving car agent, the user could give predicates like “the car is moving fast”, “there is a stop sign”, or “car on the right”. Those predicates will be used later to append \( G \) with semantic meaning that supports the end-user’s interpretation. For the agent’s dataset \( D \), we collect a small number (\(< 500\)) of timesteps from its execution traces, possibly collected over multiple episodes, consisting of tuples, \( \tau = (s_t, a_t, v(s_t), H(\pi(s_t)), s_{t+1}) \in D \). \( s_t \) is the state of the agent at time \( t \), which will be used to form the vertices \( V \) of \( G \), while \( a_t \) is the action that the agent’s policy chooses based on the current state, \( a_t = \pi(s_t) \), and will be mapped to the edges \( E \) in \( G \).

The state value \( v(s_t) \) is collected to estimate how good it is for the agent to be in state \( s_t \) for the future reward from Eq.1. This value helps groups states which the agent views as similarly important to the task’s success (Section 4.2). The policy entropy \( H(\pi(s_t)) \) defines the entropy of the probability distribution generated by \( \pi \) in state \( s_t \). We use the policy entropy to highlight clusters of states as critical (Section 4.2.1). For deterministic policies which do not output a probability distribution, we instead use the maximum difference of the Q-function among actions as a proxy for policy entropy, in [6]. This is defined as \( \text{max}_{a_t} \text{max}_{a \in A} (Q(s_t, a_t) - Q(s_t, a_j)) \), where \( Q(s_t, a_i) \) is the learned value of taking action \( a_i \) in state \( s_t \).

### 4.2 Policy State Abstraction via Clustering
The motivation of CAPS is to generate more human-interpretable graphs than the Markov chains made from the base MDP and the
RL agent’s policy. Therefore, the number of nodes in the resulted graph of CAPS should be much lower than the number of distinct states in the base MDP. To achieve this, we adopt the notion of state abstraction from RL literature [17], [22]. State abstraction involves grouping the grounded states of the agent’s MDP into groups of similar states, reducing the size of the entire state space. Prior work [23] has abstracted the states using feature importance or significance. In CAPS, we instead use a clustering algorithm eliminating the need to manually engineer the state features as in previous work. We can directly apply clustering algorithms to abstract the state space if we assume that groups of similar states \( S_1, S_2 \) share similar policies \( \pi(S_1) = \pi(S_2) \) or value functions \( v(S_1) = v(S_2) \) as in [17]. This assumption, however, does not always hold, thus we include the value function \( v(s) \) and action \( a_t \) from the collected tuples \( \tau \) for more accurate clustering.

Using CLTree algorithm [9], we cluster each \( \tau \in D \) into similar groups. The generated leaf clusters \( C \) in the tree represent the abstract states. As a result, each abstract state \( c \in C \) groups all states which are *interchangeable* under the agent’s policy such that either the agent behaves similarly when starting in any \( s \in c \), or \( \pi(\forall s \in c) = a \) [26], [23], or the agent assigns similar values to each \( s \in c \) [23]. The advantage of using CLTree clustering over K-means or a modified K-means [26] is that the user has direct control over either the agent behaves similarly when starting in any \( s \in c \), or \( \pi(\forall s \in c) = a \) [26]. To limit how the agent assigns similar values to each \( s \in c \), we instead use a clustering algorithm eliminating the number of nodes in the resulted graph. As a result, each abstract state \( c \in C \) groups all states which are *interpretable* under the agent’s policy such that the policy graph \( G \) remains interpretable for humans with less vertices \( V \). To achieve that, we introduce two heuristics; the value score and the cluster policy. Informally, the *value score* represents the error between the environment’s transition function \( P^* \) as estimated by the clusters, and the true transition function \( P \) in the MDP. It does this by comparing the true value functions of the states in each cluster \( v(s) \forall s \in C \) and the estimated value function according to the estimated transition function. This heuristic is inspired by the Value Mean Square Error (VMSE) evaluation criterion in [26]. The second heuristic is the entropy of the cluster policy. The *cluster policy*, \( \Pi(c) \) defines the probability of taking an action, \( a \), given a cluster, \( c \), as the proportion of \( s \in c \) such that \( \pi(s) = a \). We minimize the average entropy of the cluster policy, \( H(\Pi(c)) \), across all \( c \in C \), so that it is clear to the end-user which action the agent will take in the abstract state, \( c \).

Recall, \( v(s) \) is the value of the state \( s \), as determined by the agent’s value function (Eq.1). We formally define the *value score*, \( \xi(C(l)) \), as:

\[
\xi(C(l)) = \frac{1}{|C(l)|} \sum_{c \in C(l)} (V_{gt}(c) - V_{est}(c))^2
\]

where \( V_{gt}(c) \) is the ground-truth value of an abstract state, \( c \), found by:

\[
V_{gt}(c) = \frac{1}{|c|} \sum_{s \in c} v(s)
\]

and \( V_{est}(c) \) is the estimated value of an abstract state, \( c \), found by:

\[
V_{est}(c) = \gamma \sum_{\pi(c_i) \in C(l)} P^*(c, c_i) V_{gt}(c_i)
\]

where \( \gamma \) is the discount factor from Eq. 1 and \( P^*(c, c_i) \) is the probability the agent transitioning from cluster \( c \in C_l \) to cluster \( c_i \in C_h \), estimated as the proportion of \( (s_t, a_t) \) pairs \( \in c \) which transition to \( s_{t+1} \in c_i \):

\[
P^*(c, c_i) = \frac{1}{|C_l|} \sum_{(s_t, a_t) \in c} I(s_{t+1} \in c_i)
\]

where \( l \) is an indicator function deciding whether \( s_{t+1} \) is in \( c_i \).

Then, we formally define the height of the tree, \( l \), pertaining to the optimal clusters as:

\[
\arg \min_{l \in L} \left[ \xi(C(l)) + \frac{1}{|C(l)|} \sum_{c \in C(l)} \mathcal{H}(\Pi(c)) + \alpha |C(l)| \right]
\]

where \( \alpha \) is a parameter controlling the penalty of larger policy graphs and \( \mathcal{H}(\Pi(c)) \) is the entropy of the cluster policy.
4.3 Abstract Policy Graph

Given a set of abstract states, we create a policy-level explanation by modeling the policy as a directed graph $G$. Each vertex $v \in V$ represents an abstract state from the clusters generated by CLTree and the edges $E$ are transitions induced by a single action from one abstract state to another, each accompanied by a transition probability. We estimate the transition function $P*$ from Eq.3. We use Algorithm2 in [23] to append the actions and transition probabilities to our graph $G$. We, however, modify the graph generation algorithm in [23] to include the stochastic transition functions by attaching the actions taken to the edges with their probabilities, instead of to the nodes. This change increases the readability of the graph $G$ looks like before incorporating the NL labels to the nodes, at two different heights of the CLTree.

4.4 Natural Language Grounding

In order to provide interpretable explanations of the agent’s abstract policy graph $G$, we ground the graph nodes (i.e. abstract states) in NL. We use a set of Boolean classifiers that we build based on the user’s given predicates in $U$. We use these classifiers to translate internal knowledge of the MDP states within the abstract states into NL through two levels of translations; MDP state translation and abstract state translation.

4.4.1 MDP State Translation . We modify the method of [5] for grounding state regions in NL to improve the explanation quality. Recall, our collected preliminary data $U$ has the environment-specific user-predicate. Those predicates are used to create binary classifiers evaluating the features of each state. The semantic meaning of the boolean predicates should correspond to some aspect of the state space which we are interested in using to explain the agent’s action. Unlike [26] which also uses feature engineering to create semantic meaning, in CAPS, the set of predicates does not affect the accuracy of the transition function, or the fidelity of the policy graphs. This is because we apply the NL after clustering instead of clustering the engineered features. Hence, only the quality of the NL explanations given to each abstract state is affected by the user-predicates.

Given a set of user-predicates $F$, which are binary functions, we map an MDP state $s \in c$ into binary vector, $\omega(s)$, with length $|F|$, where each element represents whether $s$ satisfies the particular user-predicate, $f \in F$. $\forall c \in C$, and $\forall s \in c$, we map $s$ to $\omega(s)$ through:

$$
\omega(s) = \begin{cases} 
1, & \text{if } f(s) = \text{True} \\
0, & \text{otherwise}
\end{cases} \quad \forall f \in F
$$

4.4.2 Abstract State Translation. In Eq.5, each grounded state in the abstract state $s \in c$ is translated into a binary vector $\omega(s)$ of NL predicates. We then condense the set of all binary vectors in the cluster $\{\omega(s)|s \in c\}$, into a single vector of predicate values, $\omega(c)$, which provides a concise explanation of the cluster $c$ (Algorithm 1). Algorithm 1 has three steps; finding the frequent predicates for each abstract state, calculating the correlation between those

\begin{algorithm}[H]
\caption{Condense Semantic Meanings into a Single, Translated Representation}
\begin{algorithmic}[1]
\State \textbf{Input} 
\State $\omega$: Binary vectors $\forall s \in c$ computed by Eq.5
\State $\beta, \delta$: Predicate frequency and correlation threshold
\State DG: The diverse groups for the user-predicates
\State \textbf{Output} 
\State Exp: The English explanation for each state in the graph $G$
\Procedure{Generate Explanation}{c}
\For{$i$ in $C$ do}
\For{$f$ in user-predicate do}
\State $\omega(c)[i] \leftarrow$ Eq.6
\EndFor
\EndFor
\EndProcedure
\end{algorithmic}
\end{algorithm}

\begin{equation}
\omega(c)[i] = \begin{cases} 
1, & \text{if } \frac{\sum_{s \in c} \omega(s)[i]}{|c|} > \beta \\
0, & \text{otherwise}
\end{cases}
\end{equation}

The result, $\omega(c)$, is a binary vector that has 1 at the $i$th predicate if the proportion of each predicate’s appearance in all the MDP states, $s$, in this abstract state, $c$, is above a threshold $\beta$ (lines 8-12). Unlike [5], which only presents a predicate as part of the explanation if it appears in all MDP states, our algorithm uses a threshold $\beta$ to control how frequent a predicate value must appear in the grounded states $\forall s \in c$ to be included in the explanation of the abstract state $c$. Hence, CAPS guarantees the user with at least some relevant descriptions. We find that in practice, the method of [5] often finds no commonalities between the grounded states, especially as the amount of input data grows (Table.2). We suspect this is because even a single contrastive state can invalidate a predicate following their method.

The second step of Algorithm 1 (lines 13-16) decides which Boolean algebra operators (i.e. or, and) should be used to connect the frequent predicates, so that each node in the graph has a semantically meaningful description. This is done by first requiring the user to group their predicates into diverse groups such that no two predicates in the same group can both be true in any grounded state. For example, in a self-driving car, the predicates 'car is moving fast' and 'car is moving slow' should be in the same group since the car cannot be moving fast and slow simultaneously. If a pair of frequent predicates for an abstract state are part of the same diverse group, we connect those predicates with an "or" operator. Otherwise, we use the Pearson correlation coefficient [20] to find how strong the correlation between the expressive predicates. We use "and" for strong correlations and "or" otherwise. For each pair of predicates
We tested \( n \) we define the critical value of an abstract state, \( \kappa \), where

\[
H(\pi(\cdot|s)) < t
\]

and

\[
\kappa(c) = \frac{1}{|c|} \sum_{s \in c} H(\pi(\cdot|s))
\]

In this case, a lower critical score, and therefore a lower average entropy, corresponds to a more critical state. We highlight \( c \) as a critical abstract state if its critical value is in the bottom \( n_{th} \) percentile of the abstract states in its graph. \( n \) is arbitrary and only affects the number of critical abstract states which are presented. We chose to use \( n = 10 \) in our experiments.

### 5 EXPERIMENTS

#### 5.1 Experimental Settings

We tested CAPS on five environments. Two environments have discrete state spaces, namely Blackjack and Cliffworld [22]. The other three environments - Cartpole, Lunar Lander, and Mountain Car [3] - have continuous state spaces. In addition, Blackjack has a stochastic transition function while the rest of the environments have deterministic transition functions (See the appendix for more details about these environments). To test the generalizability of CAPS, we tested the environments using two different RL agents: one trained with a deterministic algorithm, DQN [16], and one with a stochastic algorithm, PPO [21]. To preserve space, we discuss Mountain Car in detail, and provide policy graphs for the other environments in Appendix A.

#### 5.2 Results

In the Mountain Car environment, a car starts at the bottom of a valley, and must build up enough speed to reach the top of the hill on the right Figure 3. The car has 3 actions, either accelerate left, accelerate right, or choose to not accelerate. The state space consists of two continuous features, car position, with 0 corresponding to the bottom of the valley, and cart velocity. Figure 4 shows the policy graph for Mountain Car, produced by CAPS. Nodes highlighted in red are selected as critical by CAPS. The user-defined predicates for this environment are broken up into two diverse groups. The first describes the position of the car, and includes the predicates "At the bottom", "On the left slope", "On the right slope", "High up on the left slope", and "High up on the right slope". The second group describes the velocity of the car: "Not moving", "Moving right slowly", "Moving left slowly", "Moving left quickly", and "Moving right quickly".

Given only Figure 3 of the environment and a description of the task, an end-user might suppose the best way to solve the task is to have the car accelerate right until reaching the goal flag. However, such a strategy does not work, because the car fails to build up enough momentum to surmount the hill. The optimal strategy, as discovered by the RL agent, is to first build momentum by alternating its actions, and then to stop accelerating once the
Figure 4: Example of an explanation for Mountain Car produced by CAPS. Abstract states outlined in red are critical.

Figure 5: Fidelity for three baselines in the five baseline environments. Data was collected using a PPO policy.

Figure 6: Fidelity in the five baseline environments for two RL agents. One was trained with PPO, and the other with DQN.

6 USER STUDY

6.1 Design

Distinguished from previous XRL approaches, CAPS includes not only developers and researchers, but also non-technical end-users as its target audience. Therefore, we designed a user-study to quantitatively measure the amount of understanding a CAPS graph provides over two other directly-comparable graph-based policy explanation methods [23, 26] from the perspective of the end-users.

For this study, we present the Mountain Car environment to Amazon Mechanical Turk (AMT) workers, along with a single frame from an episode. Given an explanation graph, we then ask the workers (i) Q1. Which state represents the current scenario of the environment (ii) Q2. Which action the agent will likely execute next. We reveal the correct answer to Q1 at the beginning of Q2. The Mountain Car environment is selected because actions of a learned RL agent can be counter-intuitive to a layperson, hence it requires an explanation graph for correct interpretation. In fact, without an explanation graph, AMT workers are only able to achieve an overall accuracy of 3% on Q2 (Table 3). We then manually select three frames (i.e., scenarios) from an episode, and test this same set of frames across all baseline (Appendix C). The selected frames represent a sequence of three distinctive locations of the car of the environment (i.e., on the left slope, at the bottom and on the right slope). We show workers either a graph from CAPS, a graph from [23] (Topin and Veloso), a graph from [26] (Zahavy et al.), or no graph, as a baseline. Note that the two baseline graphs do not action the policy graph says the agent should take [23]. To calculate fidelity for each environment, we simulate about 2000 timesteps of environment interaction. We also average the fidelity of these trials over 10 different generated graphs by each baseline. The results for CAPS and the two baselines which produce policy graphs, [23, 26], are shown in Figure 5. In Figure 5, we see that the fidelity of CAPS is either superior or comparable to [23, 26], except in the case of Gridworld. In the Gridworld environment, the policy is deterministic enough that Topin and Veloso [23], which attempts to memorize \((s_t, a_t)\) pairs, can do so without loss of fidelity. We construct CAPS graphs to favor interpretability and conciseness over perfectly fitting the observed data, but we see that the fidelity accuracy does not suffer under this approach. We also see in Figure 6 that CAPS policy graphs are similar in fidelity when the data was generated with PPO versus with DQN. This indicates that CAPS is invariant to the agent’s learning algorithm, and is compatible with deterministic and stochastic policies.
Table 3: Comparison of user-study results on (Time)–the total time spent on the task, accuracy of selecting the (S)–correct abstract state, (A)–correct action, (S+A)–correct abstract state and action, (S→A)–correct action after correctly selecting abstract state.

<table>
<thead>
<tr>
<th>Method</th>
<th>#</th>
<th>Top 20 Longest Responses</th>
<th>Top 30 Longest Responses</th>
<th>All Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ans</td>
<td>Time↓</td>
<td>S↑</td>
<td>A↑</td>
</tr>
<tr>
<td>Without graph</td>
<td>33</td>
<td>41s</td>
<td>0.05</td>
<td>0.40</td>
</tr>
<tr>
<td>Topin and Veloso [23]</td>
<td>39</td>
<td>159s</td>
<td>0.05</td>
<td>0.40</td>
</tr>
<tr>
<td>Zahavy et al. [26]</td>
<td>45</td>
<td>136s</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>CAPS (Optimal)</td>
<td>46</td>
<td>139s</td>
<td>0.85</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 4: p-values (all are ≤0.01) of hypothesis tests on whether CAPS can provide the AMT workers with additional explanatory values to accurately select Q1 (S), Q2 (A) or both (S+A).

<table>
<thead>
<tr>
<th>Method</th>
<th>p-value (S)</th>
<th>p-value (A)</th>
<th>p-value (S+A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAPS</td>
<td>-</td>
<td>2.3e-21</td>
<td>2.4e-13</td>
</tr>
<tr>
<td>NoGraph</td>
<td>1.5e-17</td>
<td>7.8e-10</td>
<td>1.1e-8</td>
</tr>
<tr>
<td>&gt;Topin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;Veloso</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;Zahavy et al.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7: Relationship between comprehensibility and cluster policy entropy with varied CAPS graph sizes.

contain NL explanations. We show each graph used in this study in Appendix C.

We recruited a total of 120 AMT workers who are English speakers located in North America. We recruited general users and make no assumption regarding the their knowledge and experience in ML or RL. To ensure the quality of the workers and reduce possible biases, we employ various recruitment criteria and experiment controls and maintain these across all baselines. We refer the readers to Appendix C for more details on the user-study (recruitment criteria, payment, etc.). Our user-study is IRB-approved.

6.2 Results

Table 3 summarizes the results. First, all explanation methods help the end-users to better understand the learned RL agent. Moreover, it is statistically significant (p-values ≤ 0.01) that CAPS performs better than all baselines on average (Table 4). In fact, our method is the most comprehensible, enabling the end-users to accurately interpret both the current states and the agent’s next actions (S+A) up to 70% accuracy, a four times improvement from the next best baseline (Zahavy et al.) (Table 3). Interestingly, except for the Topin and Veloso graph, the more time the AMT workers spent on the tasks, the better their responses became. Particularly, the top 20 longest responses recorded an accuracy of over 85% and 90% accuracy on Q1 and Q2, respectively, when provided with CAPS graph (Table 3).

Furthermore, adding either NL texts (CAPS) or visual illustrations (Zahavy et al.[26]) for each abstract state enables the end-users to make decisions more promptly and effectively (Table 3).

Given the assumption that the end-users are involved in the abstract state translation step of CAPS (Sec. 4.4.1), they should be fully aware of the mapping from a given scenario of the car to its respective abstract state on the CAPS graph. Table 3 shows that those who fit into this assumption–i.e., users who selected the correct abstract state in Q1, are the most accurate in interpreting the agent’s next actions, with an overall accuracy of around 90% (S→A). Even though this accuracy is 100% in case of Topin and Veloso, there was only 1 response that correctly answered Q1 (Table 3).

We also evaluate the trade-off between explainability of a generated CAPS graph, its size, and its cluster policy entropy (Section 4.2.1). Figure 7 (Left) shows that the optimal graph size found by CAPS is best positioned in terms of both comprehensibility (the higher the better) and the policy entropy (the lower the better). Once an abstract state is correctly identified, it then becomes relatively easy (≥90% accuracy) for the end-users to correctly identify the agent’s next action (Figure 7, Right).

7 CONCLUSION

We introduce a novel method, named as CAPS, for generating comprehensible policy graphs, which can explain the policy of an RL agent to an end-user with minimal knowledge of machine learning. We present a state abstraction strategy that gives us control over the abstraction and size of the policy graph, and allows us to gain additional information by observing how the graph changes as we make it more or less abstract. We also propose a novel method for condensing entire abstract states into concise, natural language descriptions.
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