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ABSTRACT
Wind farms suffer from so-called wake effects: when turbines are
located in the wind shadows of other turbines, their power output
is substantially reduced. These losses can be partially mitigated via
actively changing the yaw from the individually optimal direction.
Most existing wake control techniques have two major limitations:
they use simplified wake models to optimize the control strategy,
and they assume that the atmospheric conditions remain stable. In
this paper, we address these limitations by applying reinforcement
learning (RL). RL forgoes the wake model entirely and learns an
optimal control strategy based on the observed atmospheric con-
ditions and a reward signal, in this case the power output of the
farm. It also accounts for random transitions in the observations,
such as turbulent fluctuations in the wind. To evaluate RL for active
wake control, we provide a simulator based on the state-of-the-art
FLORIS model in the OpenAI gym format. Next, we propose three
different state-action representations of the active wake control
problem and investigate their effect on the performance of RL-based
wake control. Finally, we compare RL to a state-of-the-art wake
control strategy based on FLORIS and show that RL is less sensitive
to changes in unobservable data.
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1 INTRODUCTION
Deep reinforcement learning (RL) has been very successful in play-
ing games, ranging from video games [22] to board games such as
chess and Go [49]. While game-playing agents remain an interest-
ing scientific challenge, we should remember to consider problems
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Figure 1: Turbine
nomenclature.
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2.41 MW + 0.73 MW = 3.14 MW

2.01 MW + 1.38 MW = 3.39 MW

Figure 2: Overhead view of twowind
turbines with yaw-based wake con-
trol. Darker areas have slower wind.

driven by real-life applications. These problems, however, bring
both the challenges of the state space size and observability to a
new level: whereas in games the state space can already be astro-
nomical [54], in real-world control problems we must completely
forget about using perfect state representation based on physical
models. Historically, in the field of control, great progress has been
made with models based on domain knowledge. These models pro-
vide a proper balance between expressiveness and computational
efficiency. Open questions in research on RL are whether it can
compete with the state of the art in such domains, under which
conditions this is possible, and what remaining challenges for RL
need to be addressed before it can surpass non-learning models.

An example of a real control problem with an enormous state
space is that of active wake control in a wind farm. When a wind
turbine extracts energy from the wind, it creates a wake area be-
hind its rotor [56]. The wind in this area has reduced velocity and
increased turbulence. If another turbine is positioned in the wake,
these factors have a negative impact on its power output. In large
wind farms, these wake-induced losses can be substantial. For ex-
ample, a study of an off-shore wind farm in Denmark shows a 12%
energy loss due to wake effects [5], another in Canada reports 7%–
13% [24]. As the number of wind farms around the world and their
average size continue to grow [26], so do their wake-induced losses.
Consequently, interest in active wake control is growing.

Early studies of wake effects mitigation focused on per-turbine
control of either pitch [33, 47, 52] or generator torque [29]. Later,
joint farm-level control of turbines has been demonstrated to be
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Table 1: Comparison of the existing studies of reinforcement learning for active wake control

Verstraeten et al. [59] Stanfel et al. [51] Dong et al. [12] this paper
simulator software FLORIS [42] FLORIS SOWFA [14] FLORIS

OpenAI Gym API yes no no yes
included elements wind, turbines wind, turbines wind, turbines wind, turbines, met masts

state space continuous discrete continuous continuous
per-turbine observ. yaw, power yaw yaw, wind speed yaw, lidar measurements
per-met mast observ. — — — atm. measurements
farm-wide observations — — — atm. measurements
atm. measurements wind speed and dir. wind speed and dir. — multiple, see Table 2
partial observability no yes yes yes
noisy observations no yes no yes

action space {−1, 0, 1}𝑛, discrete {−1, 1}𝑛, discrete [−1, 1]𝑛, continuous [−1, 1]𝑛, continuous
representation yaw-based yaw-based yaw-based yaw-based + 2 more

reward based on power deficit power increase time-averaged power total power
transition time-varying data — TI, wind speed internal simul. data multiple, see Table 2

stochastic model — Gaussian noise — multiple
learning algorithm GPRL [45] Q-learning [61] DDPG [31] TD3 [16], SAC [20]

is deep? no no yes yes

an efficient wake control strategy [18, 24]. This is done via active
control of the turbine yaws (i.e., horizontal rotations, see Figure 1).
When a turbine is yawed relative to the incoming wind, it has lower
power output but the wake center shifts [60]. This wake deflection
can be used to improve the power output of down-wind turbines,
increasing the total power production, as shown in Figure 2.

A popular approach to active wake control is to use a simulator
to estimate wake effects for different combinations of turbine yaws.
These simulators use simplified mathematical models of wakes
[10, 27, 28], including e.g. multi-zone [18] models. Optimization is
then done numerically, for example, using gradient ascent.

Some numerical optimization approaches are so simplified that
results are far from optimal, but more detailed models suffer from
being computationally intensive, and therefore not feasible for real-
time use. Machine learning addresses this issue by optimizing the
wind farm control in amodel-freeway.Machine learning techniques
used for wake optimization include game-theoretic control [18, 34],
multi-agent Thompson sampling [57, 58], and—most importantly—
reinforcement learning (RL) [12, 51, 59]. RL is especially suited
for active wake control, as it accounts for the dynamic nature of
the problem by including stochastic transitions between states.
Nevertheless, studies of RL for active wake control remain limited.

In this paper, we investigate the benefits of RL for active wake
control in dynamic atmospheric conditions. To do so, we implement
a dynamic wind farm simulator. Our simulator uses FLORIS for each
stable state, and supports arbitrary transition models between such
states, defined by the user. Its design is driven by real-life wind farm
operation: it supports varying angular velocities of the turbines
and imitates installations not seen in other studies, such as meteo-
rological masts and nacelle-mounted lidar systems. A detailed list
of differences with the existing work on RL for active wake control
is given in Table 1. We provide this simulator in the OpenAI Gym

format [8], a standard for representing RL problems, to facilitate
future research in active wake control from the RL community.

Additionally, we discuss two alternative representations of the
control actions in this problem, not used in other studies. We com-
pare the performances of state-of-the-art RL algorithms for each
representation. Our experiments show that action encoding has a
significant impact on the performance of RL methods.

Finally, we demonstrate the benefits of RL compared to model-
based optimization. Having no explicit model, it is more robust
to changes in unobserved data and to observation noise, which is
especially important for real-life applications.

2 PRELIMINARIES
We begin with providing background information both on state-
of-the-art model-based active wake control—primarily for the RL
community—and on the principles of RL itself—aimed at wind en-
ergy researchers interested in this topic.

2.1 FLORIS Simulator and Optimizer
FLORIS (Flow Redirection and Induction in Steady-State) [42] is a
wake modeling framework which includes many of the state-of-the-
art steady-state models, and tools for analysis and optimization of
wind farm layout and operation. It is open source, computationally
cheap, and implemented in Python; for details please see the work
by Annoni et al. [3].

Various studies highlight the accuracy of FLORIS simulations.
For example, Gebraad et al. [18] apply a FLORIS-based control
strategy in a high-fidelity computational fluid dynamics simulator.
Schreiber et al. [48] perform wind tunnel tests. Fleming et al. [13]
present a field trial on a commercial offshore wind farm. These and
other applications allow us to consider FLORIS as state-of-the-art
in both wake modeling and model-based active wake control.

Main Track AAMAS 2022, May 9–13, 2022, Online

945



Table 2: Atmospheric conditions in FLORIS

measurement default val. description
wind speed 8 m/s

dir. 270 ° from north clockwise
shear 0.12 s−1 change of speed with height
veer 0 °/m change of direction with height

turb. intens. 0.06 coeff. of variation of wind speed
air density 1.225 kg/m3 at 101325 Pa and 15 °C

FLORIS offers various analytical models to compute the wakes,
but it does not explicitly model rapidly changing conditions due to
turbulence and other small-scale atmospheric phenomena. Higher
fidelity tools based on computational fluid dynamics such as large
eddy simulation (LES) can be used for this. Examples of LES include
Simulator for On/Off-Shore Wind Farm Applications (SOWFA) [14],
Dutch Atmospheric Large-Eddy Simulation (DALES) [23], and GPU-
Resident Atmospheric Simulation Platform (GRASP) [19].

Unfortunately, LES require substantial computational power.
To apply their learning method, Dong et al. [12] performed 90
simulations, each of which took approximately 44 hours on 256 CPU
cores. Each simulation consisted of just 1000 seconds of simulated
time. This computational power is far beyond what is practical
for RL, and beyond the reach of an average researcher. Moreover,
not all of the LES models are open source, further limiting their
applicability. As a result, steady-state computationally efficient
simulators like FLORIS are more commonly used.

It is important to distinguish FLORIS the simulator and FLORIS
the controller. A simulation in FLORIS is based on turbine specifica-
tions, such as the amount of power they produce at different wind
speeds, turbine locations in the wind farm, and a set of atmospheric
conditions presented in Table 2. Figure 2 shows a simulation in
FLORIS with the default parameters and two turbines positioned at
a distance of six rotor diameters (6 · 𝐷).

These atmospheric conditions are used together with one of
the wake models to predict steady-state wake locations and the
wind flow throughout the farm. Based on this information, the total
power output of the farm is represented as a function of the yaws
[46]. This function can then be maximized by an optimizer. FLORIS
includes such an optimizer.

FLORIS considers atmospheric conditions as steady, therefore
they are represented by a vector of numbers, like the second column
of Table 2. Since atmospheric conditions change over time, one of
the possible ways to use FLORIS for control in a dynamic system
is to use long-time averages. Another approach is to reinitialize it
each time new conditions are observed, using either historical data
or a simulated multivariate stochastic process.

2.2 Reinforcement Learning
Reinforcement learning is a machine learning technique for map-
ping observations to actions so as to maximize a numerical reward
signal. It focuses on learning from interaction with an environment,
like a simulator. RL agents have explicit goals, can sense aspects
of their environment and influence it via their actions. RL agents
are not told what actions to take but must discover actions that

yield the most reward through trial and error [53]. A model-free
RL system learns an optimal policy by estimating an action value
function which predicts how good each action is in any given state.

Reinforcement learning uses the formal framework of Markov
decision processes. In a Markov decision process, the agent and
environment interact at discrete time steps. At each time step, the
agent receives an observation of the environment’s state and selects
an action. One step later, the agent receives a reward and observes
a new state [53]. These interactions continue, and the agent learns
by evaluating which action led to which state and reward.

Several of the more recent successes of RL, such as Rainbow
[22] and AlphaGo [49], are based on Deep Reinforcement Learning
(DRL). DRL integrates deep learning into RL by representing the
policy or other learned functions by a neural network. DRL is
most effective in problems with a high-dimensional state-space
[15], for example, learning from visual perceptual inputs made
up of thousands of pixels [37]. State-of-the-art deep RL methods
include among others Deep Deterministic Policy Gradient (DDPG)
[31], Twin Delayed Deep Deterministic Policy Gradient (TD3) [16],
and Soft Actor-Critic (SAC) [20]. These algorithms are included in
the major RL libraries [1, 25, 38, 44] and therefore are easier to use
for researchers with less knowledge about deep RL.

All of these are so-called actor-critic methods. They use deep
neural networks to concurrently learn a policy that prescribes ac-
tions to take in each state (the actor), and state-action values that
tell how good the actions chosen by the policy are (the critic).

DDPG updates both the actor and the critic using gradient de-
scent. Its successor TD3 (Twin Delayed DDPG) adds a few tricks
to stabilize the learning process. Namely, it uses two critics (hence
twin learning) and updates the policy less frequently than DDPG
(delayed). Additionally it slightly perturbs the actions to avoid a
phenomenon known as catastrophic forgetting which may happen
in deep neural networks when they stop receiving novel inputs.

SAC uses similar tricks, but has a non-deterministic policy with
entropy regularization. The entropy coefficient controls how much
exploration the policy does, and is usually automatically tuned,
making SAC more adaptive. Since its conception, this algorithm
has been one of the best performing deep RL methods.

2.2.1 RL for active wake control. Table 1 provides an overview of
RL methods applied to active wake control problems.

The works of Verstraeten et al. [59] and Stanfel et al. [51] both
use discrete actions with −1 and 1 standing for clockwise and coun-
terclockwise rotations at a fixed angular velocity. Instead of directly
using the power output of the wind farm as the reward signal, both
use some form of reward shaping to construct a different reward
signal. Both of these methods use non-deep RL. Both methods use
steady-state simulations, with learning done separately per wind
speed and direction. The optimal action is chosen based on current
yaws. Therefore, in both cases transitions between different atmo-
spheric conditions are not modelled, but transitions between yaws
are taken into account.

Instead of neural networks, Verstraeten et al. [59] use Gaussian
Processes RL (GPRL) for state-action value function approximation.
This is paired with knowledge transfer between similarly positioned
turbines to learn the optimal control strategy. This is the only article
that uses multi-agent RL, showing its high efficiency. Stanfel et al.
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[51] use simple Q-learning, but combine it with domain knowledge.
For example, they apply Gaussian blur to the state-action value
function, so that similar states do not have vastly different values.

Research on deep RL for active wake control in dynamically
changing environments remains limited. To the extent of our knowl-
edge, the only such application of deep RL was by Dong et al. [12].
They use an offline version of DDPG to learn from examples gener-
ated in a high-fidelity (LES) simulator, and then use the simulator
to evaluate the resulting policy. Even though the wind speed is
steady, LES accounts for fluctuations in the atmosphere caused by
turbulence, creating stochastic transitions. As mentioned above,
this required substantial computational power, but the results are
sufficiently promising to further explore the use of deep RL for wake
control. To do so, in this paper we analyze alternative action repre-
sentations, two different DRL algorithms, and the performance with
respect to changes in unobserved data and to observation noise.

3 ACTIVE WAKE CONTROL AS
A REINFORCEMENT LEARNING PROBLEM

To be able to apply RL algorithms to the active wake control prob-
lem, we need to define it in terms of time steps, states, actions,
rewards and one-step transitions. While this has been done in pre-
vious studies, the resulting formulations are usually highly abstract
and do not reflect the realities of wind farm operation. For example,
atmospheric measurements are captured directly at the turbine
locations, or are assumed to be uniform across the wind farm. In
practice, various measurement tools positioned throughout the
farm can be used to provide atmospheric information, such as free-
standing meteorological masts or lidar systems. We aim for a more
realistic problem formulation that reflects this.

As mentioned earlier, we treat each time step as having a steady-
state atmospheric conditions. At the end of a time step, the atmo-
spheric conditions change and the control chosen by the agent
is executed, causing a transition to a new state, which is again
assumed to be steady. This process is repeated for a predefined
number of steps 𝑇max. In our definition of the problem, we allow
arbitrary chosen (but equal) time intervals Δ𝑡 between observations
and control events, typically a few seconds.

3.1 State Space
In RL, states describe the current environment as observed by the
agent and contain all the information used by the agent to choose
an action. At any single point of time, the wind farm can be as-
sumed steady and thus can be represented by a FLORIS simulation.
Nevertheless, not all of the simulation data is observable by the
agent. It is thus important to consider what kind of information is
available to the wind farm controller in practice and include only
this information in the state description.

First, we assume that the current yaws𝛾𝑖 of all of the turbines are
known, otherwise controlling them may prove difficult. Addition-
ally, a FLORIS simulation allows to measure atmospheric conditions
presented in Table 2, and the control strategy may depend on these.

In the current implementation of FLORIS, wind speed, direc-
tion, and turbulence intensity (TI) vary across the wind farm and
therefore should be measured at specific points in space. In a real-
world wind farm such measurements come from meteorological

masts or from sensors on the turbines. For example, these can be
nacelle-mounted lidar (light detection and ranging) systems. They
are installed behind the turbine rotor and can measure the wind in
front of it at a distance of 10–300 meters [7, 50].

In contrast, wind shear, veer, and atmospheric density remain
constant across the wind farm and can be defined for the wind farm
as a whole. In real-life systems, this type of measurement exists as
well. For example, some data may come from an external source,
such as a meteorological forecast.

When creating a simulation, the user can specify: (a) the positions
of meteorological masts and the measurements collected there;
(b) which of the turbines are equipped with lidars and what is
measured by them; (c) a list of per-farmmeasurements coming from
an external data source. At runtime, the simulator registers the data
according to this specification, arranges them into a numeric state
vector 𝑠 ∈ R𝑘 and returns this vector to the user. For example, if a
simulation includes three turbines that register their yaws 𝛾𝑖 , 𝑖 ∈
{0, 1, 2} and two masts that register the wind speed𝑀 and direction
𝜙 at their locations, the state is 𝑠 = [𝛾0, 𝛾1, 𝛾2, 𝑀0, 𝜙0, 𝑀1, 𝜙1]⊤ ∈ R7.

In RL, it is common to normalize states. We define ranges of
possible values for each measurement and include an option to
rescale each observation to an interval between 0 and 1.

Finally, to account for imperfections in the measuring equipment
(including yaw measurements), we allow state vector perturbations
by a zero-mean Gaussian noise. This noise is independently drawn
at each time step with a scale parameter defined by the user for
each of the observed variables from a given list. The normalized
observations are then clamped between 0 and 1. If the observa-
tions are not normalized, the noise is rescaled accordingly for each
observed measurement.

3.2 Action Space
Each action 𝑎 = [𝑎0, 𝑎1, . . . , 𝑎𝑛−1]⊤ ∈ [−1, 1]𝑛 is a vector of length
𝑛, where 𝑛 is the number of turbines. Each coordinate 𝑎𝑖 encodes a
yaw change of the 𝑖-th turbine. In FLORIS, when a turbine is rotated
counterclockwise relative to the incoming wind, its yaw is positive,
otherwise it is negative. We use the same convention.

The way that the yaw of the 𝑖-th turbine changes based on the
coordinate 𝑎𝑖 can be different. We consider three possible interpre-
tations of actions, visualized in Figure 3.

3.2.1 Yaw-based action representation. The action tells how much
the turbine yaw should change with respect to the current position.
Zero action means that the turbine should remain still, and ±1 cor-
respond to maximum possible rotations, that is ±𝜔max degrees from
the current position, where 𝜔max is the maximum angular velocity
of the turbine in degrees per time step. This is the representation
used in the previous research on RL for active wake control. In this
representation, if the current yaw angle of the 𝑖-th turbine is 𝛾𝑖 , the
new yaw 𝛾 ′

𝑖
will be 𝛾 ′

𝑖
= 𝛾𝑖 + 𝑎𝑖 · 𝜔max.

3.2.2 Absolute angle representation. The action tells what the opti-
mal yaw should be relative to some static direction. For example,
the most prevalent wind direction can be used. In Figure 3 it is west.
In this case, 0.5 corresponds to south, −1 and +1 to east, and −0.5 to
north. If this desired new yaw is outside of the operational zone of
the turbine, it will turn as far towards it as it can, either clockwise
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Figure 3: Action representations. The blue arrow shows the
wind direction (coming from 285°). The white arrow indi-
cates the turbine orientation (250°). The blue sector (top)
shows the desired yaw range (±45° from thewind), and the or-
ange sector (bottom) shows the reachable yaws for an angu-
lar velocity of 30°/step. The overlap (brown) shows the reach-
able yaws, which are the same in all cases.

or counterclockwise, depending on which direction is closer. For
example, if the static direction 𝛼 is 270° as in Figure 3, the next step
yaw will be 𝛾 ′

𝑖
= 𝛼 − 𝑎𝑖 · 180°.

3.2.3 Wind-based action representation. The action is represented
as the optimal yaw relative to the current wind direction 𝜙 mea-
sured at the turbine’s location. The actions of ±1 correspond to
the maximum (desired) yaw relative to the wind. The new yaw is
computed as 𝛾 ′

𝑖
= 𝜙 + 1

2 (𝑎𝑖 + 1) · (𝛾max − 𝛾min) + 𝛾min.

After the new yaw angles 𝛾 ′
𝑖
are calculated, they are adjusted to

satisfy two constraints.
First, turbines cannot rotate faster than their maximum angular

velocity 𝜔max. This constraint is based on physical limitations and
should always be satisfied. In Figure 3, the possible yaws in the next
time step are shown in orange. If the agent selects the new yaw 𝛾 ′

𝑖
to be outside of the interval [𝛾𝑖 −𝜔max, 𝛾𝑖 +𝜔max], it is clipped to fit
inside this interval. For example, if in the absolute representation
the agent chooses any action 𝑎𝑖 smaller than − 1/18, it will result in
the same new turbine orientation of 280°.

Second, the turbine’s yaw relative to the wind should not be too
large. This is because its power output is proportional to the cosine
of the yaw, and drops fast as it turns away from the wind. To ensure
a reasonable operational range, we define minimum 𝛾min and and
maximum 𝛾max yaws. This constraint is shown in blue in Figure 3.
If the turbine is within the desired yaw limits and attempts to leave
them, it will stop. The new yaw is clipped to satisfy this constraint.
In rare cases the turbine may end up outside of the desired yaw
range, for example due to a sudden change in the wind direction. In
the notation of Figure 3, this will result in blue and orange sectors
not overlapping. In this case, the turbine should attempt to return
as fast as possible to the operational yaw range (the blue sector),
but may stay outside of it temporarily. No matter which action is
chosen by the agent, the turbine will perform the same rotation—the
one that minimizes the angle with the wind direction.

After these constraints are applied, the range of the possible
next-step yaws is the same between the three representations. For
example, in Figure 3, the new yaw can only be between 240° and
280°. The only thing that differs between the three representations
is how the new yaws are computed based on the action vector.

3.3 Rewards
At each time step, FLORIS simulator calculates the total power
output 𝑃 of the wind farm in watts, which is the sum 𝑃 =

∑𝑛
𝑖=1 𝑃𝑖

of power outputs 𝑃𝑖 of the individual turbines,

𝑃𝑖 = 1
2𝜌 · 𝐴𝑖 ·𝑀3

𝑖 · 4𝑎𝑥𝑖 (𝑀𝑖 ) ·
(
1 − 𝑎𝑥𝑖 (𝑀𝑖 )

)2 · [ · cos𝑝𝑃 𝛾𝑖 .
Here 𝜌 is the air density and 𝑀𝑖 is the wind speed at the turbine,
both of which are atmospheric conditions that may be included
into the state vector and 𝛾𝑖 is the yaw of the 𝑖-th turbine, which
depends on the 𝑖-th coordinate of the action vector. For a more
detailed description of the remaining parameters and the function
𝑎𝑥𝑖 (𝑀𝑖 ), called the axial induction factor, we refer the reader to the
paper by Gebraad et al. [18]. This equation shows that the reward is
dependent both on the state and the action in a non-linear manner.

3.4 Transitions
When the environment transitions to a new steady state, two things
change in the FLORIS simulator. First, the yaws are adjusted ac-
cording to the action chosen by the agent.

Next, the atmospheric conditions change, resulting in changes
in both the wind flow in the simulation, and in the atmospheric
measurements registered at the next time step. The most obvious
approach is to find a dataset of atmospheric conditions at the desired
granularity and use it to generate transitions.

To create a simple yet realistic wind simulation, we looked at a
publicly available dataset fromHollandse Kust Noord (site B) (HKNB)
wind farm zone in the Netherlands [39]. This dataset was chosen
because it includes all atmospheric parameters used by FLORIS.
Furthermore, it is a practically relevant case, as active wake control
will be investigated for the wind farm at this location [11].

The data is measured at ten-minute intervals, which is typical
for such datasets. Unfortunately, this means that it cannot be used
directly in turbine control experiments, as control typically happens
more frequently. To address this issue, we fit a continuous-time
stochastic process to the data. This allows us to use one time step
for estimation and a different one for simulation.

We use a multivariate Ornstein–Uhlenbeck (MVOU) process
[55]. It is a mean-reverting process, meaning that its parameters
tend to return to long-term average values, for example, single
prevalent direction ormeanwind speed.Moreover, many commonly
used stochastic processes can be seen as particular cases of MVOU
process [36]. For these reasons, Ornstein–Uhlenbeck processes are
used in wind modeling [4, 43]. Additionally, by increasing the mean-
reversion coefficient of wind direction, we can force it to stay stable,
emulating a popular experimental setup with a wind tunnel.

Formally, MVOU process is defined by the following stochastic
differential equation 𝑑x = Θ(m − x) 𝑑𝑡 + S𝑑W𝑡 . In simpler terms,
this process can be described as follows. m is a vector of mean
values to which the process tends to revert. Θ is the drift matrix. It
determines the speed of reversion to the means m.W𝑡 is a multi-
variate Wiener process that adds random noise. S is the diffusion
matrix that determines the noise covariance matrix Σ = SS⊤. A
procedure described by Meucci [35] can be used to estimate the
parameters of this process. When these parameters are known, a
simulation procedure for arbitrary chosen time steps is provided
by Vatiwutipong and Phewchean [55].
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Table 3: Estimated parameters of the wind process. Empty cells correspond to zeros.

drift diffusion
parameter mean log𝜏 log𝑀 𝜙r log𝜏 log𝑀 𝜙r

log turbulence intensity −2.2 × 100 2.5 × 10−3 5.5 × 10−4 −2.3 × 10−6 1.3 × 10−2 −2.1 × 10−4 −4.4 × 10−4
log wind speed 2.3 × 100 −2.1 × 10−5 4.8 × 10−5 5.3 × 10−7 2.2 × 10−3 2.5 × 10−4
wind direction 3.1 × 10−3 −3.6 × 10−3 −8.3 × 10−7 1.6 × 10−1

We then estimated a process for three atmospheric measure-
ments: turbulence intensity 𝜏 , wind speed 𝑀 , and wind direction 𝜙 .
Because turbulence intensity and wind speed cannot be negative,
we applied a logarithmic transformation. For the wind direction,
we applied a rotation so that the mean𝑚𝜙r of the rotated process 𝜙r
is equal to zero. This transformation means that the wind direction
is measured relative to some prevalent direction, which becomes
easier to set in the simulation. Figure 4 shows the wind data used
in estimation and three simulated paths.

After the data transformation, we fitted a MVOU process for
x = [log𝜏, log𝑀,𝜙r]⊤. The estimation procedure requires data
points at equal time intervals. To achieve this, we cropped theHKNB
dataset to the first missing entry. The resulting wind parameters
are presented in Table 3. For wind shear and veer, we used mean
values in the dataset, 0.0094 s−1 and −0.025 °/m respectively.

3.5 OpenAI Gym Implementation
OpenAI Gym [8] is an open-source Python library of benchmark
problems for RL. Each problem in Gym is represented by an envi-
ronment which provides a unified API for RL algorithms to commu-
nicate with, making it the the field standard for RL problems. For
this reason, we implement our simulator as a Gym environment to
make it easier for other RL researchers to use [40]. This environ-
ment supports all of the elements of state and action representation
mentioned in this section, as well as an arbitrary transition function.
We provide four basic variants of the transition model, but users
can define their own, more sophisticated transition models, for
example, using time-varying MVOU processes, or entirely different

5

10

15

sp
ee
d

−66
0

65

di
re
ct
io
n

0.06
0.24

Apr 10 Apr 11 Apr 12

TI

Figure 4: Sample paths of the simulated atmospheric condi-
tions. Black line shows historical data used in estimation.

stochastic models of the wind. If the wind process is not specified,
the environment uses steady wind from FLORIS.

For the MVOU process, the user can provide a list of 𝑛 measure-
ment names, whether the logarithmic transformation needs to be
taken for each of the measurements, the mean vector of length 𝑛,
and two 𝑛×𝑛 matrices of drift and diffusion. For the wind direction,
we additionally use the principal wind direction relative to which
it has been measured. After the direction data is generated, it is
rotated by that angle. This direction is 270° by default, meaning
that the wind comes primarily from the west. This is a common
practice in wake control experiments.

4 EXPERIMENTS
Using ourGym environment, we performed two experiments where
we compare RL to two control strategies. The baseline strategy is to
ignore the wake effects, turning the turbines to face the incoming
wind. The second strategy is given by the FLORIS optimizer. It
optimizes the yaws numerically based on the wind flow model in
the simulation. In contrast, RL needs no such model.

4.1 Action Representation Benchmark
In this experiment, we test the effect of action representation on
the performance of two state-of-the-art RL algorithms: TD3 and
SAC. We omit DDPG even though it is used by [12] because TD3
is its direct successor. The hyperparameters used for each method
are available at https://doi.org/10.4121/19107257. We use a setup
where one meteorological mast and three turbines are positioned
in a line. This single-line layout is commonly used in evaluation of
wake control strategies in a wind tunnel, as it represents the worst
possible scenario because of the many wake interactions.

We use a MVOU process to simulate the wind as described in
Section 3.4, but with a single adjustment: we increase the mean-
reversion rate of wind direction by changing the drift coefficient of
the wind \𝜙r,𝜙r from −8.3×10−7 to 10−2. This forces wind direction
to stay within 270° ± 5° but still change with time. Other parame-
ters remained as listed in Table 3. The dependencies of turbulence
intensity and wind speed on the wind direction are unchanged.

The state space is a vector of length five, which includes the yaw
angles and two measurements provided by the meteorological mast:
wind speed and direction. While turbulence intensity changes over
time, it is not observed by the wind farm operator. For FLORIS, we
used turbulence intensity of 0.12 and wind veer and shear presented
in Table 3. We allowed the turbines to turn at the maximum angular
velocity of 1°/sec. Further, we used the parameters from the NREL
5 MW reference turbines. These and other FLORIS parameters are
taken from the default multi-zone wake model.
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Figure 5: FLORIS-normalized reward of RL agents for different action representations over one month of simulated time for
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Figure 6: Rewards in the noisy observations benchmark. The gray line (bottom) is the baseline method, the orange horizontal
line is FLORIS, and the blue lines show the learning progress of SAC.

For each RL method, we trained 10 agents on different random
seeds. To evaluate the performance of the learned policies, we
separated training from evaluation as follows. For training, we
simulated a week of wind farm operation with time intervals of
10 sec. The evaluation of the momentarily learned policy of each
agent is done every twelve hours of simulated time (i.e., 14 times)
in five randomly generated environments. Each such evaluation
lasts for eight hours of simulated time (2880 steps), during which
the total reward is compared against two benchmark strategies:
a baseline in which each turbine faces the incoming wind, and a
model-based control strategy offered by FLORIS.

Because different evaluation environments contain different at-
mospheric conditions, the total power output of these benchmark
strategies changes across environments. To compare, we normalize
the results so that in each evaluation the total reward of the baseline
policy is equal to zero, and of FLORIS to one. In this experiment,
FLORIS has access to the exact simulation model sans turbulence
intensity, justifying how we use it to indicate a 100% performance.

The rescaled results are presented in Figure 5. While the yaw-
based representation may seem to be the most intuitive one, it
performs poorly. The reason behind this is that it often fluctuates
between the extreme yaws, because either positive or negative
actions are chosen too often, leading to a drift in the turbine yaw.

To better understand this effect, consider a situation where the
wind is steady. In the other two representations, the optimal action

is the same for any current yaw. In the yaw-based representation,
however, this is not the case, and if the same action is performed
at all time steps, the turbine keeps turning either clockwise or
counterclockwise until it reaches the end of the desired yaw sector.
Therefore different actions need to be learned for different states.
Assuming that learning constant values is easier for a deep neural
network, other representations will lead to better performance.

The wind-based representation is the best performing one. To
understand why, consider the baseline strategy of always facing
the wind. For any down-wind turbine this is the optimal strategy.
In the wind-based representation, this strategy is yaw-independent,
making it easy to learn. In other representations, the optimal action
depends on the incoming wind direction. These results show how
the performance of RL methods depends on action representation
in the active wake control problem.

Of the two RL agents, SAC performs better than TD3, and learns
almost a perfect strategy in the given timeframe. Interestingly, SAC
sometimes outperforms FLORIS. This is possible because of the
interactions betweenwind speed, direction and turbulence intensity.
While the latter is not observed, its changes can be derived (up to a
noise parameter) from other wind data. We speculate that in some
of the experiments SAC performed so well because it was able to
find a better turbulence representation than the average turbulence
intensity known to FLORIS.
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4.2 Noisy Observations Benchmark
Of the two benchmarks in the previous experiment, SAC outper-
formed TD3, but FLORIS offered a better control strategy most of
the time. This is because it has a perfect model of the environment,
which is not true in practical applications. In this experiment, we
compare RL to FLORIS in the presence of imperfect observations.

To illustrate the capabilities of our simulation environment, we
slightly adjust the experimental setup of the previous section. First,
we remove the mast. Instead, we use per-turbine measurements
of wind speed and direction, and a farm-wide measurement of
turbulence intensity for both FLORIS-based controller and SAC.
Next, we move the second and third turbines by 1/4 ·𝐷 south (down)
and north respectively. This makes the problem harder, as it no
longer has two symmetric solutions. Finally, in this experiment the
time step is 1 second instead of 10 for a more realistic control.

To generate faulty observations, we use four different levels of
noise: 𝜎 ∈ {0.01, 0.03, 0.05, 0.07}, that is, after the observations are
normalized between 0 and 1, we perturb them with a Gaussian
noise 𝜖 ∼ N(0, 𝜎). Only the wind measurements (speed, direction,
turbulence intensity) are perturbed, and the yaws are unchanged.
We train 5 RL agents for 1 day of simulated time (86400 steps). The
evaluations are performed every 2 hours of simulated time (7200
steps) and last for 30 minutes of simulated time (1800 steps). Each
evaluation uses five different environments.

The results of this experiment are presented in Figure 6 and
Table 4. FLORIS-based optimization struggles to outperform the
baseline strategy as the noise scale grows, dropping from 9.5% im-
provement over the baseline to just 0.2%. While SAC also suffers
from the noise in the observations, its performance improvement
is between 8.5% and 7.4%, giving a statistically significant improve-
ment over FLORIS-based control in noisy environments.

5 CONCLUSION
Active wake control is a promising real-life application of RL. On
the one hand, this problem can be very difficult to solve. Its states
are only partially observable, the observations are noisy, and the
state-action space can be extremely large for large wind farms. On
the other hand, emerging research in this domain indicates that the
RL community is well equipped to solve this problem, potentially
saving millions of dollars in energy losses due to wake effects.

To facilitate future research in this direction, we have presented
a new simulator for this problem. It is based on the state-of-the-art
steady-state atmospheric simulator called FLORIS. Our simulator

Table 4: Performance improvement in percent over the base-
line in the noisy observations benchmark. For SAC, the final
learned strategy is used.

FLORIS SAC
noise, 𝜎 mean 95% conf. int. mean 95% conf. int.
0.01 9.54 9.01— 10.11 8.46 7.04— 9.65
0.03 1.24 1.04— 1.42 5.15 0.96— 10.04
0.05 0.42 0.32— 0.50 9.53 8.07— 11.02
0.07 0.23 0.18— 0.29 7.35 5.85— 9.01

includes many aspects of the problem not seen in the RL research
of active wake control before, such as decoupling of measurement
devices from turbines and changes in wind conditions. Our simula-
tor is implemented as an OpenAI Gym environment, is easy to use
off the shelf, and is completely open source.

While previous RL approaches for this wake control all use the
same action encoding, we identified two possible alternatives. We
then experimentally showed that the choice of such an encoding
has a great impact on the performance of learning methods. Inter-
estingly, the most common one—yaw-based—performed the worst
in our experiments. Soft actor-critic, while a golden standard in RL
research, has never been applied to active wake control before, and
we demonstrated that it shows better performance than TD3.

Finally, we showed that in the presence of imperfect observations,
a deep RL agent is capable of learning a better strategy than the
state-of-the-art model-based one.

Deep RL for wake control holds great promise for further refine-
ment: first, FLORIS is steady state, which means it optimizes yaws
only for the particular time the state was measured. RL methods
have techniques to predict the next state and would therefore pick
an action that is best suited for the duration until the next course of
action can be taken. Second, where FLORIS has a fixed set of param-
eters, RL techniques can easily be augmented with other potentially
relevant data picked up by sensors. Especially deep RL techniques
deem to be promising when data gets highly-dimensional. Third,
we expect deep RL techniques to outperform model-based optimal
control such as FLORIS in terms of computational efficiency, which
is especially relevant for big windfarms.

Besides further exploring potential benefits of RL, also some
more technical questions remain. Is there an even better action
encoding system? Or a different state representation? Are there
alternative reward shaping methods? While we investigated some
state-of-the-art deep RL methods, sophisticated alternatives exist.
RAINBOW [22] combines aspects of many existing RL algorithms.
Distributional RL [6] provides an alternative learning paradigm by
using distributions instead of deterministic state-action values.

Practical implementation of active wake control methods comes
with challenges as well. The wind farm operator needs to maxi-
mize power production, but also to minimize structural loads on
the turbines. This can be done via safe RL [17] or multi-objective
RL [32]. Another problem is scalability; perhaps multi-agent RL
[21] can learn to perform active wake control in large-scale wind
farms. Finally, RL requires exploration, which will inevitably cost
money to the wind farm owner. This can be addressed by using
offline RL [2, 30] and learning from the past data, or by using more
sample-efficient methods, such as optimistic RL [9, 41]. Finally, the
evaluation of the performance of RL vs. model-based wind farm
control in more realistic atmospheric environments as present in
field tests and atmospheric LES models remains an open topic.

We hope that this work sparks interest of the RL community
in this problem, and that our results will make it easier for other
researchers to develop new methods for active wake control.
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