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ABSTRACT

In multi-agent dynamic games, the Nash equilibrium state trajectory of each agent is determined by its cost function and the information pattern of the game. However, the cost and trajectory of each agent may be unavailable to the other agents. Prior work on using partial observations to infer the costs in dynamic games assumes an open-loop information pattern. In this work, we demonstrate that the feedback Nash equilibrium concept is more expressive and encodes more complex behavior. It is desirable to develop specific tools for inferring players’ objectives in feedback games. Therefore, we consider the dynamic game cost inference problem under the feedback information pattern, using only partial state observations and incomplete trajectory data. To this end, we first propose an inverse feedback game loss function, whose minimizer yields a feedback Nash equilibrium state trajectory closest to the observation data. We characterize the landscape and differentiability of the loss function. Given the difficulty of obtaining the exact gradient, our main contribution is an efficient gradient approximator, which enables a novel inverse feedback game solver that minimizes the loss using first-order optimization. In thorough empirical evaluations, we demonstrate that our algorithm converges reliably and has better robustness and generalization performance than the open-loop baseline method when the observation data reflects a group of players acting in a feedback Nash game.
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1 INTRODUCTION

The safety and efficiency of urban traffic relies heavily on the ability of each participant to predict the effects of their actions on others' decisions [23, 33]. For example, drivers on a highway may wish to halt an overtaking maneuver if they believe the other drivers are aggressive, and some drivers may decelerate their cars to avoid collision if they believe that another driver wishes to merge.

A powerful paradigm for modeling the interdependence of decisions in multi-agent settings is provided general-sum dynamic games [2, 13]. A Nash equilibrium solution of a game-theoretic model can be used to simultaneously predict the actions of all agents in the scene. This equilibrium solution is particularly expressive when the game possesses a feedback information structure. In this case, each equilibrium strategy explicitly accounts for the dynamically evolving information available to each player over time.

Despite the theoretical attractiveness of this modeling paradigm, in reality, autonomous agents often have only limited information available about the world around them. For example, in urban traffic an autonomous agent typically has incomplete knowledge of the objectives of other players. To address this challenge, recent works on inverse dynamic game theory [21, 28, 31] recover these objectives from past trajectory data. Moreover, in realistic applications, only noisy sensor measurements of agents’ states are available. This partial observability further complicates the inverse game problem, and existing work [28] treats this case in the open-loop information structure.

In this work, we present a gradient-based solver for inverse dynamic games, under the state feedback information structure. Our solver can recover objectives from partial state observations of incomplete trajectories. Both of these effects are common in robotics due to noisy perception and occlusions. We show that our algorithm converges reliably in practice, and demonstrate the superior robustness and generalization performance as compared with a baseline method which learns cost functions under the open-loop assumption [28], when the observation data is from a group of players pursuing a feedback Nash equilibrium strategy.

Our contributions are threefold. Firstly, we characterize the solution set of the inverse feedback dynamic game problem. In particular, we show that the set of the global minima could be nonconvex and disconnected, and discuss regularization schemes to mitigate this problem. Secondly, we show the differentiability of the loss function in linear quadratic games and propose a computationally efficient procedure to approximate the gradient for nonlinear games. Finally, we propose an efficient first-order coordinate-descent solver
for the inverse feedback game problem, using noisy partial observations of an incomplete expert state trajectory. Experimental results show that our method reliably converges for inverse feedback games with nonlinear dynamics and is able to learn nonconvex costs. Moreover, the converged cost function can accurately predict the feedback Nash equilibrium state trajectories even for unseen initial states.

2 RELATED WORK

2.1 Non-cooperative Dynamic Games

Non-cooperative dynamic game theory [2, 13] provides a formal framework for analyzing strategic interaction in a multi-agent setting [2, 6, 17]. In non-cooperative games, each player minimizes its own individual cost function; since players’ costs may not be mutually aligned, the resulting equilibrium behavior is generally competitive. Among different equilibrium concepts, the Nash equilibrium has been extensively studied because of its representative power of capturing many non-cooperative behaviors arising in real-world multi-agent systems [9, 32].

Recent advances in the literature aim to develop efficient solutions to Nash equilibrium problems in dynamic games. Though the solutions for the open-loop and feedback Nash equilibrium in linear quadratic (LQ) games are well understood [2], for nonlinear games there is no closed-form solution in general. The work [30] characterizes the local Nash solution concept for open-loop Nash equilibrium. In the feedback setting, numerous approaches have been proposed under various special cases [14, 35]. A value iteration based approach for computing feedback Nash equilibria of nonlinear games without constraints is introduced in [10]. Recently, a set of KKT conditions for feedback Nash equilibria in constrained nonlinear games is derived in [16]. Computing a feedback Nash equilibrium is challenging due to the nested KKT conditions in different time steps.

Our work draws upon the ILQGames [8] framework, which at each iteration solves a linear-quadratic game that approximates the original game. The construction of the approximate game parallels the iterative linearization and quadraticization methods of iterative LQR [18], and the dynamic programming equations that characterize equilibrium strategies in linear quadratic dynamic games [2]. This approach differs from the ALGames [5] method, which computes an open-loop Nash equilibrium strategy.

2.2 Inverse Non-cooperative Dynamic Games

In contrast to the forward game problem of computing a strategy in dynamic games, an inverse game problem amounts to finding objectives for all agents such that the corresponding strategic (e.g., Nash equilibrium) interactions reproduce expert demonstrations. The inverse game problem is important because it paves the way for an agent to understand the preferences which explain other agents’ behavior, which may facilitate more efficient multi-agent interaction and coordination.

The problem of inverse infinite-horizon LQ games is considered in [12], where the set of cost functions whose feedback Nash equilibrium strategies coincide with an expert strategy is derived. In [31, 36], the two-player inverse LQ game is solved by transforming the problem to an inverse optimal control under the assumption that the control input data of one player is known. Two methods based on the KKT conditions of an open-loop Nash equilibrium are proposed for open-loop general-sum differential games in [24]. Several necessary conditions for open-loop Nash equilibria are proposed in [22] and used for developing an inverse game solution for some classes of open-loop games.

Recently, an efficient bilevel optimization framework [28] based on the open-loop Nash equilibrium KKT conditions was proposed for solving inverse games with an open-loop Nash assumption. Another line of work on inferring costs in open-loop games [1, 7, 11] proposes to minimize the residual violation of the KKT conditions. This KKT residual framework assumes the knowledge of complete trajectory data and is a convex problem. Given the difficulty of evaluating KKT conditions for feedback Nash equilibria in nonlinear games [16], the extension of the KKT residual method to feedback nonlinear games may be subject to numerical difficulty.

A bilevel optimization approach for inverse feedback game problem is proposed in [25], with the assumption that both the expert state and control trajectories are observed without noise. In addition, an inverse game solver is proposed in [20] where they infer the players’ cost functions with the assumption that the expert strategy follows a new concept called Maximum Entropy Nash Equilibrium. To the best of the authors’ knowledge, there is no work on inferring cost functions of nonlinear dynamic games under feedback Nash equilibrium condition, from noisy partial state observation and incomplete trajectory data.

3 PRELIMINARIES

Consider an N-player, T-stage, deterministic, discrete-time dynamic game, with a state \( x_t \in \mathbb{R}^n \) and control input \( u_t \in \mathbb{R}^m \) for each player \( i \in [N] := \{1, \ldots, N\} \), \( t \in [T] \). Let the dimension of the joint state and control input be \( n := \sum_{i=1}^N n_i \) and \( m := \sum_{i=1}^N m_i \), respectively. We denote by \( x_t := [x_1^T, \ldots, x_N^T] \in \mathbb{R}^n \) and \( u_t := [u_1^T, \ldots, u_N^T] \in \mathbb{R}^m \) the joint state and joint control at time \( t \in [T] \), respectively. The joint dynamics for the system is given by the differentiable dynamics map \( f_t(\cdot, \cdot) : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \).

\[ x_{t+1} = f_t(x_t, u_t), \quad \forall t = 1, \ldots, T. \] (1)

We denote by \( f := \{f_t\}_{t=1}^T \) the set of dynamics across all the time instances within horizon \( T \). We define \( x := \{x_t\}_{t=1}^T \) and \( u := \{u_t\}_{t=1}^T \) to be a state trajectory and control trajectory, respectively, if \( x_t = f_t(x, u), \) for each \( t \in [T] \). The objective of each agent \( i \) is to minimize its overall cost, given by the sum of its running costs \( g_i : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R} \) over the time horizon:

\[ J^i(x, u) := \sum_{t=1}^T g_i(x_t, u_t) \] (2)

Define \( g_t := [g_1^T, g_2^T, \ldots, g_N^T] \), \( t \in [T] \). We denote by \( g := \{g_t\}_{t=1}^T \) the set of cost functions for all the agents within horizon \( T \).

To minimize (2), each player uses their observations of the environment to design a sequence of control inputs to deploy during the discrete time interval \( [T] \). The information available to each player at each time characterizes the information pattern of the dynamic game, and plays a major role in shaping the optimal responses of each player [2]. Below, we explore two such information patterns—feedback and open-loop.
3.1 Nash Solutions in Feedback Strategies

Under the state feedback information pattern, each player observes the state $x_t$ at each time $t$, and uses this information to design a feedback strategy $y^i_t : \mathbb{R}^n \to \mathbb{R}^m$, given by: $u^i_t = y^i_t(x_t)$, for each $i \in [N]$ and $t \in [T]$. Let $y^i_t(x_t) = \{y^i_1(x_t), y^i_2(x_t), \ldots, y^i_N(x_t)\} \in \mathbb{R}^m$.

Following the notation of [2], we denote by $I^i_t$ the set of all state feedback strategies of player $i$, for each $i \in [N]$. Under this feedback information pattern, the Nash equilibrium of the dynamic game is as defined below.

**Definition 1 (Feedback Nash Equilibrium (FBNE))** [2, Ch. 6]. The set of control strategies $(y^1_{T+1}, \ldots, y^N_{T+1})^T_{T=1}$ is called a feedback Nash equilibrium if no player is incentivized to unilaterally alter its strategy. Formally:

$$W^i_t(x_t, y^i_t(x_t), \ldots, y^N_t(x_t)) \leq W^i_t(x_t, y^i_t(x_t), \ldots, y^N_t(x_t)), y^j_T \in I^j_T, \forall t \in [T].$$

where $W^i_t(\cdot) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}, t \in [T]$ is the optimal state-action function defined as follows,

$$W^i_t(x_t, u_t) = g^i_t(x_t, u_t) + V^i_{t+1}(x_{t+1}), \forall t \in [T-1],$$

$$V^i_t(x_t) = W^i_t(x_t, y^i_t(x_t), \ldots, y^N_t(x_t)), \forall t \in [T].$$

We define $x$ and $u$ to be a FBNE state trajectory and a FBNE control trajectory, respectively, if $u^i_t = y^i_t(x_t)$, for each $i \in [N]$ and $t \in [T]$. We denote by $\xi(f, g)$ the set of all FBNE state trajectories in the game defined by the functions $f$ and cost functions $g$.

**Remark 1 (Strong Time Consistency).** The FBNE conditions of (3) implicitly enforce strong time-consistency [2, Def. 5.14] of the equilibrium strategies. That is, FBNE does not admit arbitrary feedback strategies, but imposes the additional condition that those strategies must also be in equilibrium for any subgame starting at a later stage from an arbitrary state.

3.2 Nash Solutions in Open-loop Strategies

In contrast, under the open-loop information pattern, each player observes the initial state $x_1$. In this case, the strategy for each player $i \in [N]$ is a map from $x_1$ to $\{u^1_1, u^2_1, \ldots, u^N_1\}$, which we denote by $\phi^i(\cdot) : \mathbb{R}^n \to \mathbb{R}^m$. Let $\Phi^i$ be the set of all open-loop strategies of the player $i$, $i \in [N]$. The corresponding open-loop Nash equilibrium is defined as follows.

**Definition 2 (Open-loop Nash Equilibrium (OLNE))** [2, Ch. 6]. The tuple of control strategies $(\phi^1(x_1), \ldots, \phi^N(x_1))$ is called an open-loop Nash equilibrium if no player is incentivized to unilaterally alter its sequence of control inputs. Formally:

$$J^i(x, \phi^1(x_1), \ldots, \phi^N(x_1)) \leq J^i(x, \phi^1(x_1), \ldots, \phi^N(x_1)), \forall \phi^i \in \Phi^i, \forall x_1 \in \mathbb{R}^n.$$

**Remark 2.** The OLNE definition does not imply the strong time-consistency as in the feedback counterpart [2].

3.3 Feedback vs. Open-loop Nash Equilibria

In this subsection, we demonstrate the difference between open-loop and feedback Nash equilibria and show the necessity of developing specific solutions for cost inference problems with the feedback information pattern, instead of applying existing work with the open-loop assumption [29]. To this end, we introduce below several linear-quadratic (LQ) games where the open-loop Nash equilibrium (OLNE) and feedback Nash equilibrium (FBNE) state trajectories differ substantially. LQ games are a class of dynamic games with dynamics and player objectives of the form in (6) and (7), respectively.

$$x_{t+1} = A_t x_t + \sum_{i \in [N]} B^i_t u^i_t, \forall t \in [T],$$

$$g^i_t(x_t, u_t) = \frac{1}{2}(x^T_1 Q^i_t x_t + \sum_{j \in [N]} u^j_1^T R^j_t u^j_t), \forall t \in [T], \forall i \in [N].$$

where matrices $\{A_t, B^i_t\}$, positive semidefinite matrix $Q^i_t$, and positive definite matrix $R^j_t$ are defined with appropriate dimensions, for each $i, j \in [N]$ and $t \in [T]$.

**Case Study:** We consider a two-player LQ game with a state vector $x_t = [p_{x,t}^1, p_{y,t}^1, p_{x,t}^2, p_{y,t}^2]$, where $p_{x,t}^1$ and $p_{y,t}^2$ are the $x$ and $y$-coordinates of agent $i \in \{1, 2\}$, respectively. Let $u^i_t \in \mathbb{R}^2$ be the control input for the $i$-th agent, $i \in \{1, 2\}$. In this setting, we consider a class of games in which the first agent wants to drive the second agent to the origin, while the second agent wants to catch the first agent. The agents’ joint dynamics and costs at time $t \in [T]$ are specified as follows:

$$x_{t+1} = \begin{bmatrix} I_2 & 0 \\ 0 & I_2 \end{bmatrix} x_t + \begin{bmatrix} I_2 & 0 \\ 0 & I_2 \end{bmatrix} u^1_t + I_2 u^2_t,$$

$$g^1_t(x_t, u_t) = \|p_{x,t}^1\|^2 + \|p_{y,t}^2\|^2 + \|u^1_t\|^2,$$

$$g^2_t(x_t, u_t) = \|p_{x,t}^1 - p_{x,t}^2\|^2 + \|p_{y,t}^1 - p_{y,t}^2\|^2 + \|u^2_t\|^2.$$
where $I_2$ is the $2 \times 2$ identity matrix. We visualize the unique FBNE and OLNE state trajectories of this example in the first row in Fig. 1. If we modify the cost function of the first player such that it wants to lead the $x$- and $y$-position of the second player to be aligned with each other, i.e.,

$$g^1_i(x_t, u_t) := \|p^i_{x,t} - p^i_{y,t}\|_2^2 + \|u^i_t\|_2^2,$$

(9)

then, the unique FBNE and OLNE state trajectories are still different, as shown in the second row of Fig. 1. Moreover, observations of players may be noisy in practice. To illustrate this, we consider a task where the two agents want to catch each other, but the first player’s observation of the second player’s position is inaccurate. We modify the first player’s cost in (8) as follows:

$$\tilde{g}^1_i(x_t, u_t) := \|p^i_{x,t} - 2p^i_{y,t}\|_2^2 + \|p^i_{y,t} - 2p^i_{x,t} - 2p^i_{x,t} + \|u^i_t\|_2^2.$$  

(10)

The third row of Fig. 1 reveals that the FBNE state trajectory is robust to inaccurate observations, but the unique OLNE state trajectory is not. Thus, it is readily apparent that the OLNE and FBNE state strategies can be substantially different even for fixed cost functions. This difference in expressive power may be understood as a consequence of the strong time consistency property, which is enforced in the feedback information structure but not in the open-loop setting, per Remarks 1 and 2. A similar problem arises in the cost inference problem, where the existing OLNE cost inference algorithms may fail to infer the correct feedback function in feedback games.

4 PROBLEM STATEMENT

Let $x$ be an expert FBNE state trajectory under the nonlinear dynamics $f$ but unknown cost functions $\{g^1_i\}_{i=1,...,N}$. Let $T \subseteq [T]$ be the set of observed time indices of the trajectory $x$. We denote by $y_T := (y_t)_{t \in T}$ the observation data of $x$, where $y_t \in \mathbb{R}^t$ is a partial observation of the state, composed of certain coordinates of $x_t$ corrupted by noise. The task is to infer the cost function of each player such that those inferred costs jointly yield a FBNE state trajectory that is as close as possible to the observed trajectory. We parameterize the cost of the player $i$ by a vector $\theta^i \in \mathbb{R}^{d^i}$, and let $\theta := \{\theta^1, \theta^2, \ldots, \theta^N\} \in \mathbb{R}^{d}$. Denote by $g^i_{\theta^i}(x_t, u_t) = \sum_{j=1}^{d^i} \theta^i_{j} g^i_{j}(x_t, u_t)$ player $i$’s parameterized cost at time $t \in [T]$, for some basis functions $\{g^i_{j}\}_{j=1,...,d^i}$. Define $g_{\theta} := \{g^i_{\theta^i}\}_{i=1,...,N}$. Formally, this problem is of the form:

$$\begin{align*}
\min_{\theta, x_T} & -p(y_T | \hat{x}) \\
\text{s.t.} & \quad \hat{x} \in \xi(f, g_{\theta}, x_T),
\end{align*}$$

(11)

where $p(\cdot | \cdot)$ is the likelihood function corresponding to a known sensor model and $\xi(f, g_{\theta}, x_T)$ represents the set of state trajectories from the initial condition $x_1 \in \mathbb{R}^n$ following a FBNE strategy, under the cost set $g_{\theta}$. Due to the noisy partial observation, $x_T$ is not assumed to be known and instead needs to be inferred as well in (11). Note that the above formulation can also be extended to the cases where multiple partially observed incomplete trajectories from different initial conditions are available.

Running example: We consider a highway platooning scenario where player 1 wants to guide player 2 to a particular lane of the road. The joint state vector is $x_t = [p^1_{x,t}, p^1_{y,t}, \theta^1, v^1_t, p^2_{x,t}, p^2_{y,t}, \theta^2, v^2_t]$. The time horizon $T = 40$. The dynamics model for the player $i$ is:

$$\begin{bmatrix}
p^i_{x,t+1} \\
p^i_{y,t+1} \\
\theta^i_{t+1} \\
v^i_t \\
v^i_{t+1}
\end{bmatrix} = \begin{bmatrix}
p^i_{x,t} \\
p^i_{y,t} \\
\theta^i_t \\
v^i_t \\
v^i_t
\end{bmatrix} + \Delta T \begin{bmatrix}
o^i_t \cos(\beta^i_t) \\
o^i_t \sin(\beta^i_t)
\end{bmatrix}$$

where $\Delta T$ is a time discretization constant and $u^i_t = [o^i_t, \theta^i_t] \in \mathbb{R}^2$ is the control input for player $i \in [N]$. Let $p^i_\alpha$ be the target lane that player 1 wants to guide player 2 to. We parameterize the cost function of the player $i$ by $\theta^i \in \mathbb{R}^{2}$,

$$g^1_{\theta}(x_t, u_t) = (p^i_{x,t} - p^i_\alpha)^2 + (2p^i_{x,t} - p^i_{x,t})^2 + \|u^i_t\|_2^2$$

(13)

The ground truth solution is $\theta^* = [0, 8, 4, 2]$. We assume that there is a period of occlusion happening from the time index $t = 11$ to $t = 19$, and the observed time index set is $T = \{1, 2, \ldots, 10, 20, 21, \ldots, 40\}$. Also, it may be difficult for a human driver to measure other vehicles’ velocity accurately, and therefore we assume that partial observation data $y_T$ excludes the velocity of both cars in the data set, and is further subject to Gaussian noise of standard deviation $\sigma$. The initial condition $x_1$ is not known and needs to be inferred. We visualize the ground truth solution in the first subplot of Fig. 2 and the noisy incomplete trajectory data in the second subplot of Fig. 2.

The many challenges of the above problem include: (a) partial observation; (b) noisy and incomplete expert trajectory data; and (c) the difficulty of evaluating and differentiating the objective in (11), due to the challenge of computing a FBNE strategy in nonlinear games [16]. In the following sections, we will characterize the complexity of this inverse feedback game problem and propose an efficient solution.

5 RESULTS: FROM CHARACTERIZATION TO COMPUTATION

In this section, we first characterize the complexity of the inverse feedback game problem (11). In particular, we will show the non-convexity of the loss function and the existence of multiple isolated global minima. Based on this observation, we discuss regularization schemes that can mitigate this issue. Our main contribution is to characterize the differentiability of the inverse feedback game loss function in (11). Finally, we present a gradient approximation scheme that can be used in a first-order optimization formulation.
The minimizer of (14) is a local optimum to the original problem (11). This non-injective mapping from the cost parameter space to the FBNE state trajectory space is a fundamental problem in inverse LQ games, where the policy depends upon costs and a control trajectory. This iteration continues until a convergence criterion is satisfied.

To be more specific, we approximate $\hat{L}(\theta, x_1)$ by a new loss function $\hat{L}(\theta, x_1)$ defined as,

$$\hat{L}(\theta, x_1) : = -p(y^T|x(\tilde{f}_\theta, \tilde{g}_\theta, x_1)).$$

where $x(\tilde{f}_\theta, \tilde{g}_\theta, x_1)$ represents a FBNE state trajectory from initial condition $x_1$, for the LQ game defined by the linearized dynamics $\tilde{f}_\theta$, quadraticized cost set $\tilde{g}_\theta = \{\tilde{g}_i\}_{i=1}^{T,N}$, at the converged solution returned by ILQGames solver. Note that the linearized dynamics $\tilde{f}_\theta$ depend upon $\theta$ via the state trajectory about which $f$ is linearized; this trajectory is simulated under the feedback policy returned by ILQGames, where the policy depends upon costs $g_\theta$.

5.2 Efficient Computation for a FBNE State Trajectory in Nonlinear Games

It is easy to evaluate $\hat{L}(\theta, x_1)$ for LQ games, but when dynamics are nonlinear or objectives are non-quadratic, the problem becomes even more challenging [16]. In forward games, this challenge can be addressed by using the ILQGames algorithm [8], which finds approximate local FBNE solutions in smooth non-LQ dynamic games. Given the effectiveness of this approximation scheme in those domains, we also adopt it as a submodule for evaluating the loss $\hat{L}(\theta, x_1)$. Akin to the ILQR method [18, 19], in each step of the ILQGames algorithm, the system dynamics $x_{t+1} = f(x_t, u_t)$ and the costs $\{g_i(x, u)\}_{i=1}^{T,N}$ are linearized and quadratized, respectively, around a state trajectory $x$ and a control trajectory $u$. A FBNE strategy for each player of the derived LQ game is then used to update the state and control trajectories. This iteration continues until a convergence criterion is satisfied.

To compute $\hat{L}(\theta, x_1)$ efficiently, we approximate $\hat{L}(\theta, x_1)$ by the following proposition makes this challenge explicit, and the proof can be found in the Appendix.

**Proposition 1.** There exists an inverse LQ game problem (11): (a) whose global minima are isolated, and (b) for which there exist multiple cost functions that exactly match expert data from any initial condition, when there is no observation noise.

**Remark 3.** Proposition 1 does not imply that any inverse LQ game problem will suffer from the multiple global minima issue. Instead, Proposition 1 suggests that simply normalizing the cost vector does not rule out the possibility of having multiple global solutions. That is, there exist two cost parameter vectors which are linearly independent, but generate the same FBNE state trajectories for any given initial condition. This non-injective mapping from the cost parameter space to the FBNE state trajectory space is a fundamental problem in inverse feedback games, and is not particular to the formulation (11). In practice, this multiple global minima issue could be mitigated by adding $L_2$ regularization, as visualized in Fig. 3.

Though being nonconvex, the loss function $\hat{L}(\theta, x_1)$ is differentiable with respect to both $\theta$ and $x_1$ under the condition of Theorem 3.2 in [16], which follows from the implicit function theorem [15]. Inspired by the success of gradient-based methods in non-convex optimization with differentiable objective functions [3, 26, 34], one natural idea is to apply gradient descent to minimize $\hat{L}(\theta, x_1)$. In what follows, we discuss efficient ways to evaluate and differentiate $\hat{L}(\theta, x_1)$ in nonlinear games.

5.3 Differentiating the Loss in the Inverse Feedback Game Problem

The challenge of computing a feedback Nash equilibrium strategy not only makes the evaluation of the loss function $\hat{L}(\theta, x_1)$ hard, but also renders differentiation difficult. In this work, we approximate the gradient of $\hat{L}(\theta, x_1)$ using a similar idea as the ILQGames algorithm in the previous section. In other words, we propose to use the LQ approximation of the nonlinear game specified by $\tilde{f}_\theta$ and $\tilde{g}_\theta$ to derive an approximation to the gradient of $\hat{L}(\theta, x_1)$. Note that $g_i^{\tilde{f}}(x, u) = \sum_{j=1}^{d_i} \tilde{g}_{ij} \hat{f}_{ij}(x, u)$, where $\hat{f}_{ij}(x, u) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ is the $j$-th quadaritized cost basis function. By the chain rule, we have

$$\frac{\partial \hat{L}(\theta, x_1)}{\partial \theta_{ij}} = -\nabla_{\theta_{ij}} p(y^T|x(\tilde{f}_\theta, \tilde{g}_\theta, x_1), \frac{\partial \tilde{f}(\theta, \tilde{g}_\theta, x_1)}{\partial \theta_{ij}} + \nabla_{\tilde{g}_\theta} x(\tilde{f}_\theta, \tilde{g}_\theta, x_1) \frac{\partial \tilde{g}_\theta}{\partial \theta_{ij}}).$$

Fig. 3: Visualization of the loss function $\hat{L}(\theta, x_1)$ of the LQ game specified in (16) and (17), and its $L_2$ regularization, with an initial condition $x_1 = 1$. We adopt Gaussian likelihood function. The yellow hyperplane is drawn according to $2Q^1 + Q^2 = 3$. With $L_2$ regularization, the number of global minima is reduced.
The complexity of differentiating $\tilde{L}(\theta, x_1)$ comes from the fact that the linearized dynamics and the quadratized costs are functions of $\theta$ implicitly, which makes the total derivative hard to compute. We propose to approximate the above gradient by treating the linearized $\tilde{f}_g$ and each quadratized cost basis function $\tilde{b}_{t,j,\theta}^i$ as constants with respect to $\theta$, denoted by $\tilde{f}$ and $\tilde{b}_{t,j}^i$, and only compute the partial derivative with respect to $\theta$, rather than the total derivative:

$$\frac{\partial \tilde{L}(\theta, x_1)}{\partial \theta_j} \simeq -\nabla_x \mathbb{E}(y_T|x)_{\mathbb{E}(\tilde{f}, \tilde{g}, x_1, x_1)} \frac{\partial x_t(\tilde{f}, \{\tilde{f}^{\text{d}}_{t,j} \}_{t,j=1}^T, \{\tilde{g}^i_{t,j} \}_{t,j=1}^T, x_1)}{\partial \theta_j}.$$ 

This is based on the observation that at the convergence of the forward ILQGames solver, the linearized dynamics are a good approximation of the full nonlinear dynamics $f$, so long as the cost parameter being perturbed remains sufficiently small. We adopt a similar approximation for the gradient $\nabla_{x_1} \tilde{L}(\theta, x_1)$ by fixing the linearized dynamics and quadratized costs and obtaining the partial derivative with respect to $x_1$.

In summary, we approximate $\nabla \tilde{L}(\theta, x_1)$ by $\nabla \tilde{L}(\theta, x_1)$. In practice, $\nabla \tilde{L}(\theta, x_1)$ can be efficiently computed by automatic differentiation [27, Ch. 8]. As exemplified in Fig. 4, the proposed gradient approximation is virtually always a descent direction and therefore aligns well with the true gradient of $\tilde{L}(\theta, x_1)$.

### 5.4 An Inverse Feedback Game Solver

In this subsection, we present a solver for the inverse feedback game problem (11). In what follows, we first discuss how the three challenges mentioned in Section 4 are handled in our solver. We then introduce the proposed solver in Algorithm 1.

The first two challenges on noisy partial observation and incomplete trajectory data are handled by maintaining an estimate of the full initial condition and a noise-free state-input trajectory. As shown in Section 6, this procedure of joint reconstruction and filtering enables our solver to reliably recover player costs even in scenarios of substantial partial observability. The third difficulty of evaluating and differentiating the objective function in the inverse feedback game problem is mitigated by the efficient approximation outlined in Section 5.3. To jointly infer the initial condition, the cost and the state-input trajectory, we first adopt the coordinate gradient descent method, where gradient descent steps are first taken over the initial condition $x_1$, and then taken over the cost parameter. We update the estimate of the noise-free full state-input trajectory by computing a FBBNE state trajectory from the inferred initial condition and the cost.

We summarize our proposed solver in Algorithm 1. At the $k$-th iteration, we first compute an approximate FBBNE state trajectory $\tilde{x}_1^{(k)}$ and the associated LQ approximation via the ILQGames algorithm of [8]. Using this LQ approximation, we estimate $\nabla_{x_1} \tilde{L}(\theta, x_1^{(k)})$ using the procedure outlined in Section 5.3. We then update the initial condition $x_1^{(k)}$ by a step of gradient descent, where the stepsize is chosen by a suitable linesearch technique [27, Ch. 3] such that the loss $\tilde{L}(\theta, x_1)$ is sufficiently decreased. Given the updated initial condition $x_1^{(k+1)}$, we find a new approximate FBBNE state trajectory via the ILQGames algorithm again, which is then used to estimate $\nabla_{\theta} \tilde{L}(\theta, x_1^{(k+1)})$ via the procedure in Section 5.3. With this gradient, we update $\theta^{(k)}$ by one step of gradient descent with linesearch. We repeat this procedure until, at convergence, we find a locally optimal solution $(\theta, x_1)$.

### 6 EXPERIMENTS

In this section, we adopt the open-loop solution method of [28] as the baseline method and compare it to Algorithm 1. The experiment codes can be found in https://github.com/jamesjingqili/inverse-ILQGames.git. In particular, we evaluate Algorithm 1 in several Monte Carlo studies which aim to justify the following claims.

- The proposed gradient approximation often aligns with a descent direction in the loss function.
- Algorithm 1 is more robust than the open-loop baseline method [28] with respect to noise in, and incomplete observations of, the expert demonstration trajectory.
- The cost functions inferred by Algorithm 1 can be generalized to predict trajectories from unseen initial conditions.
- Algorithm 1 can infer nonconvex costs in nonlinear games.

#### 6.1 Gradient Approximation Quality

We continue the 2-vehicle platooning example defined in (12) and (13). We measure the performance of Algorithm 1 in two settings, incomplete expert trajectory data with noisy partial state observation, and complete expert trajectory data with noisy full observation. In the first case, each player’s partial observation only contains its x-position, y-position and heading angle. The time index set of the incomplete trajectory is $T = \{T \} \setminus \{11, 12, \ldots, 19\}$. In the second case, the expert data includes the noisy observation of all the states of both players at all $t \in [T]$. The ground truth expert trajectory follows a FBBNE strategy from the initial condition $x_1 = [0.5, 0.5, 1, 0, 0.5, 1]$ and the target lane is $p_x = 0.0$. At each variance level $\sigma \in \{0.004, 0.008, \ldots, 0.04\}$, we generate 10 noisy observations of the ground truth expert trajectory, with
We continue the previous 2-vehicle example and compare Algorithm 1 and the baseline in a Monte Carlo study, where we infer the costs under 10 different levels of Gaussian noise with increasing variance. In particular, we evaluate three metrics in Fig. 5: (a) the distance between the noisy expert data and the ground truth expert data. An example of such a comparison is shown in Fig. 6. Finally, we evaluate (c) the accuracy cost and has less generalization error than the baseline, as shown in the red curves. However, Algorithm 1 is still able to learn a more accurate cost and has less generalization error than the baseline, as shown in the blue and yellow curves, respectively.

6.2 Robustness, Generalization and the Ability to Infer Nonconvex Costs

To show that Algorithm 1 can infer nonconvex cost functions, we extend the previous 2-vehicle platooning example and assume that the 2-vehicle team encounters a third vehicle and the follower wants to stay close to the leader without colliding with the third vehicle. We model this scenario as a 3-vehicle game with a 12 dimensional state space and a horizon $T = 30$. The dynamics for each vehicle is the same as (12) and the costs are as follows,

$$
\begin{align*}
    g_{t,0}(x_t, u_t) &= \theta_1^0 \| p_{1,t}^x \|_2^2 + \theta_2^0 \| p_{1,t}^u \|_2^2 + \| p_{2,t}^x \|_2^2 + \| u_t^1 \|_2^2 - 2\| x_t^2 \|_2^2 \\
    &= \| \beta_1 \|_2^2 + \| \beta_2 \|_2^2 + \| \beta_3 \|_2^2 + \| \beta_4 \|_2^2 - 2\| x_t^2 \|_2^2 \\
    &= \| p_{3,t}^x \|_2^2 + \| p_{3,t}^u \|_2^2 + \| u_t^3 \|_2^2
\end{align*}
$$

where the ground truth $\theta^* \in \mathbb{R}^5$ is $[0, 4, 0, 4, 2]$. The ground truth expert state trajectory follows a FBNE strategy from the initial condition $x_1 = [0, 1, 2, 2, 0.3, 0, 2, 0.5, 0.5, 0.2, 2, 2]$, where the last four elements encode the state of the third vehicle. The target lane in the expert data is $p_{3,t}^x = 0.2$.

Similar to the 2-vehicle experiment, we consider two settings, incomplete trajectory data with partial state observation and complete trajectory data with full state observation. The partial state observation includes all the states of each vehicle except for the velocity of all the vehicles, and the time indices set of the incomplete trajectory is $T = [T] \setminus \{11, 12, \ldots, 19\}$. The nonconvex cost of player 2 causes numerical problems in the baseline KKT OLNE solver [28]. Thus, we add an $L_2$ regularization $10^{-4}\|\theta\|_2^2$ to the loss $L(\theta, x_1)$ and summarize the Monte Carlo study in Fig. 8, where we see Algorithm 1 is also able to learn better cost functions reflecting the true intentions of each vehicle in feedback games, even with only partial state observations and incomplete trajectory data.
The active and online inference are also promising directions. In an inverse LQ game, which has isolated global minima and the objectives of observed players, this information would be used to guide the decision-making of an autonomous agent in that scene.

APPENDIX

Proof of Proposition 1. Proposition 1 claims that there exists an inverse LQ game, which has isolated global minima and the induced FBNE state trajectories of those solutions match the expert demonstration. Here, we show such a counterexample, which supports the claim. Consider a 2-player horizon-3 LQ game with the linear dynamics

$$x_{t+1} = x_t + u_t^1 + u_t^2, \quad t \in \{1, 2, 3\},$$

and the cost

$$g_t^1(x_t, u_t) = \frac{1}{2} (Q^1 ||x_t||_2^2 + ||u_t^1||_2^2), \quad t \in \{1, 2\},$$

$$g_t^2(x_t, u_t) = \frac{1}{2} (Q^2 ||x_t||_2^2 + 2||u_t^2||_2^2), \quad t \in \{1, 2\},$$

(17)

We assume that the ground truth solutions are $Q^1 = 1, Q^2 = 1$. We will show there is also one extra solution $Q^1 = \frac{1}{2}$ and $Q^2 = 2$, which yields the same FBNE state trajectory as the ground truth for any initial condition. We follow the same definition of the variable $(Z_t)_{t=1}^{T+2}$ as in [2]. By definition, we have $Z_t^2 \geq Q^2 > 0$, when $Q^2 \in \mathbb{R}^+$ and $Q^2 \in \mathbb{R}^+$. Following the notations in FBNE condition in Corollary 6.1 of [2], we consider the feedback matrices \( \{P_t\}_{t=1}^{T+1} \)

$$G_t^Q = \begin{bmatrix} p_t^1 & 1 + Z_{t+1}^1 Z_{t+1}^{1*} & Z_{t+1}^{1*} \end{bmatrix} Z_{t+1}^2 = \begin{bmatrix} \frac{p_t^1}{p_t^1 + 2Q_t^1 + Q_t^2} \end{bmatrix} Z_{t+1}^2, \quad \forall t \in \{1, 2\},$$

(18)

where the matrix $G_t^Q$ is invertible because $\det(G_t^Q) = 2 + 2Z_{t+1}^2 + 2Z_{t+1}^4 > 0$. The above analysis suggests that the FBNE state trajectory for all $Q^1 > 0$ and $Q^2 > 0$ are uniquely determined. We consider the time instant $t = 2$, and observe

$$\begin{bmatrix} p_t^1 & p_t^2 \\ P_t^1 & P_t^2 \end{bmatrix} = \begin{bmatrix} 1 + Q^1 & Q^1 \\ Q^1 & 2 + Q^2 \end{bmatrix}^{-1} \begin{bmatrix} Q^1 \\ Q^2 \end{bmatrix} = \frac{1}{2 + 2Q^1 + Q^2} \begin{bmatrix} 2Q^1 \\ Q^2 \end{bmatrix}.$$ (19)

We then have the closed-loop dynamics $x_{t+1} = (1 - P_t^1 - P_t^2) x_t = \frac{2}{2 + 2Q_t^1 + Q_t^2} x_t$, which yields that for two pairs of positive variables $(Q^1, Q^2)$ and $(\hat{Q}^1, \hat{Q}^2)$, a necessary condition for them to have the same FBNE trajectory is that $2Q^1 + \hat{Q}^2 = 2\hat{Q}^1 + Q^2$. We have $Z_{t+1}^2 = Q^1 + Q^2 + 2(\hat{Q}^1)^2$, $Z_{t+1}^2 = \hat{Q}^2 + 2 + 2(\hat{Q}^1)^2$. Similarly, for the time instant $t = 1$, we have $x_2 = (1 - P_t^1 - P_t^2) x_1 = \frac{2}{2 + 2Z_t^1 + Z_t^2} x_1$.

A necessary condition for $(\hat{Q}^1, \hat{Q}^2)$ to have the same FBNE state trajectory as $(Q^1, Q^2)$ is that the following 2 equations are satisfied,

$$2Q^1 + \hat{Q}^2 = 2\hat{Q}^1 + Q^2$$

(20)

$$2(Q^1 + \frac{Q^1 + (2Q^1)^2}{(2 + 2Q^1 + Q^2)^2}) + Q^2 + \frac{Q^2 + 2(Q^2)^2}{(2 + 2Q^1 + Q^2)^2} = 2(Q^1 + \frac{\hat{Q}^1 + (2\hat{Q}^1)^2}{(2 + 2\hat{Q}^1 + \hat{Q}^2)^2}) + \hat{Q}^2 + \frac{\hat{Q}^2 + 2(\hat{Q}^2)^2}{(2 + 2\hat{Q}^1 + \hat{Q}^2)^2}.$$ (20)

We substitute $Q^1 = 1, Q^2 = 1$ and $\hat{Q}^2 = 3 - 2Q^2$ into the second row of (20), which is reduced to a 2-degree polynomial of $\hat{Q}^2$. By the fundamental theorem of algebra [4], there exist at most 2 solutions for $\hat{Q}^2$. The two pairs of $(\hat{Q}^1, \hat{Q}^2)$ satisfying (20) are $(1, 1)$ and $(\frac{1}{2}, 2)$. The two global minima are isolated. Since the dimension of the state $x_t$ is 1, for all initial states $x_t \in \mathbb{R}$, the FBNE state trajectories under the costs specified by the two pairs cost parameters $(1, 1)$ and $(\frac{1}{2}, 2)$ coincide with each other. □
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