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ABSTRACT

In this paper, we investigate the learnability of the function approximator that approximates Nash equilibrium (NE) for games generated from a distribution. First, we offer a generalization bound using the Probably Approximately Correct (PAC) learning model. The bound describes the gap between the expected loss and empirical loss of the NE approximator. Afterward, we prove the agnostic PAC learnability of the Nash approximator. In addition to theoretical analysis, we demonstrate an application of NE approximator in experiments. The trained NE approximator can be used to warm-start and accelerate classical NE solvers. Together, our results show the practicability of approximating NE through function approximation.

CCS CONCEPTS

• Theory of computation → Exact and approximate computation of equilibria; Sample complexity and generalization bounds; Solution concepts in game theory.

KEYWORDS

Game Theory; Normal-Form Games; Nash Equilibrium; Function Approximation; Generalization Bound; PAC Learnability

1 INTRODUCTION

Nash equilibrium (NE) [49], in which each agent’s strategy is optimal given the strategies of all other agents, is one of the most important solution concepts in game theory. It can be used to analyze the outcome of strategic interactions among rational agents. An NE or $\epsilon$-approximate Nash equilibrium ($\epsilon$-NE) strategy can also be a good guide for agents in the game since agents have no or negligible incentive to disobey individually. There has been increasing interest in NE due to its broad applications in Generative Adversarial Networks (GAN) [28], Multi-Agent Reinforcement Learning (MARL) [61], multi-agent systems [56], economics [19, 20], and online advertising [18]. Although NE always exists in normal-form games [49], finding an NE is PPAD-complete even for 2-player games [9] and 3-player games [14]. Such negative results lead to increased attention on developing algorithms to approximate NE.

While many algorithms were proposed to find $\epsilon$-NE for some approximation $\epsilon > 0$ [7, 12, 15–17, 37, 38, 58], these works focus on solving a single game in isolation. However, many similar games usually need to be solved in practice or in some multi-agent learning algorithms. For instance, in repeated contextual games such as traffic routing [54], the utility function depends on contextual information generated from a distribution. The Nash Q-learning [34] algorithm, which solves Markov games via value-based reinforcement learning, needs to compute NE for a normal-form game every time it updates the Q-value. In these settings, traditional solvers have to compute from scratch for every game, ignoring the similarity among those games. As an improvement, it can be preferable to construct a function approximator that predicts NE from game utility [26, 46]. The NE approximator is trained through the historical data and can provide an approximate solution quickly at the test time.

Several critical theoretical issues arise in developing algorithms to predict NE from samples. First, the NE approximator is learned...
from training data and will be evaluated by unseen games in testing. Therefore, its generalization ability, i.e., its performance in testing, needs to be clarified. Moreover, people also care about the sample complexity (how many training samples we need) to get a reasonable approximator.

In this paper, we make the first step to study the learnability of predicting NE by function approximation. We consider general $n$-player normal-form games with fixed action space. We follow the standard Probably Approximately Correct (PAC) learning [31, 59] model, in which game utilities are independently generated from an identical distribution, both in training and testing. One challenge is the non-uniqueness issue of exact NE, which brings difficulty for naively adopting supervised learning techniques. Inspired by the definition of $\epsilon$-NE, we set up a self-supervised loss function to evaluate the performance of an NE approximator. Such Nash approximation loss is Lipschitz continuous to game utility and players’ strategies. Based on that, we present a generalization bound for any NE approximators. The bound provides a confidence interval on the expected loss based on the empirical loss in training. Furthermore, based on a mild assumption of the NE approximator function class, we prove that it is agnostic PAC learnable to predict NE from samples. To the best of our knowledge, this is the first result that addresses the PAC learnability of Nash equilibrium.

In addition to the theoretical analysis, we demonstrate a practical application of the learned NE approximator. We show that it can warm-start other classic approximate NE solvers. By doing so, we combine both advantages of the function approximation method and the traditional approach. The former helps to provide an effective initial solution in batches with low computational costs, and the latter provides theoretical guarantees. Specifically, we conduct numerical experiments in bimatrix games. We train a neural network-based NE approximator and use the predicted solutions as the pre-solving initialization for the algorithm of Tsaknakis and Spirakis [58] and the start-of-the-art approximate NE solver proposed by Deligkas et al. [17]. In both cases, we report faster convergence.

Our paper is organized as follows: In Section 2 we describe related works; In Section 3 we introduce the preliminary of game theory; In Section 4 we set up the PAC learning framework for predicting NE from samples; We present our learnability results in Section 5; We conduct numerical experiments and demonstrate the application in Section 6; We draw our conclusion in Section 7.

2 RELATED WORK

Classic solvers with feasibility guarantee. For 2-player games, there are algorithms with a theoretical guarantee for maximum Nash approximation loss (See definition in Equation (1)). Kontogiannis et al. [37] and Daskalakis et al. [16] introduced simple polynomial-time algorithms based on searching small supports to reach an approximation loss of $3/4$ and $1/2$, respectively. Daskalakis et al. [15] provided an algorithm of approximation loss 0.38 by enumerating arbitrarily large supports, and this approximation loss is also achieved by Czumaj et al. [12] with a different approach. Bosse et al. [7] proposed an algorithm based on Kontogiannis and Spirakis [38] to reach an approximation loss of 0.36. TS algorithm [58] achieves an approximation loss of 0.3393, and Chen et al. [10] proved that the bound is tight. Recently, DFM algorithm [17], an improved version of Tsaknakis and Spirakis [58], establishes the best currently known approximation loss of $1/3$. However, computing approximate NE for even arbitrary constant approximation is PPAD-hard [13].

Learning approaches. Learning is another paradigm to compute approximate NE by repeatedly proposing temporal strategies and updating them with feedback rewards. Fictitious play [48] is the most well-known learning-based algorithm to approximate NE, and Conitzer [11] proves that it reaches an approximate loss of $1/2$ when given constant rounds. Double Oracle methods [21, 47] and PSRO methods [40, 51], though effective, target solving zero-sum games only. Online learning methods, including regret matching [30], Hedge [4] and Multiplicative weight update [3], are proved to converge to (approximate) coarse correlated equilibrium [8].

Data-driven approaches. In addition to traditional methods, many works have proposed to approximate NE through data-driven approaches. Some of them make use of the historical game-playing data and learn the game utility functions [1, 6, 62] or game gradients [32, 42, 43] from the observed (approximate) NE. By doing so, they can predict approximate NE solutions for a class of games (e.g., contextual games [32, 54]). Another way is to learn a function approximator that maps game utility to an approximate solution [46]. Such NE approximator can be applied in PSRO [26]. Recently, Harris et al. [29] introduce meta-learning algorithms for equilibrium finding. In our paper, we study the generalization ability of the NE approximator and the PAC learnability of NE.

Learnability. As for learnability analysis in games, Viqueira et al. [60] and Marchesi et al. [45] provide the PAC analysis of learning the game utility in simulation-based games, in which the utility is obtained by query and would potentially be disturbed by noise. A Nash Oracle, which can output the exact NE for arbitrary games directly, is assumed in these papers. Similarly, Fele and Margellos [25] considers games with noisy utilities and studies the learnability of NE, given the strong assumption of Nash Oracle. As a comparison, we do not assume any Nash Oracles in our paper. Some other works consider query complexity to approximate NE [22, 24], while we focus on the sample complexity to learn a generalizable NE approximator. Moreover, while Jin et al. [36] and Bai et al. [5] propose PAC learnable algorithm to approximate NE in a zero-sum Markov game, and to approximate Coarse Correlated Equilibria (CCE) or Correlated Equilibria (CE) in a general-sum Markov game, we must highlight the difference that we consider the PAC analysis of NE in general-sum games sampled from a same arbitrary distribution, instead of approximating NE for one specific game instance.

3 GAME THEORY PRELIMINARIES

Normal-form games. We denote a normal-form game with joint utility function $u$ as $\Gamma_u = (N, A, u)$ and explain each item as follows.

- $N = \{1, 2, \ldots, n\}$ is the set of all the $n$ players. Each player is represented by the index $i \in N$.
- $A = A_1 \times A_2 \times \cdots \times A_n$ is the combinatorial action space of all players, in which $A_i$ is the action space for player $i$.

For player $i \in N$, let $a_i \in A_i$ be a specific action and $|A_i|$
be the number of actions (An action is also referred to as a pure strategy). An action profile \( a = (a_1, a_2, \ldots, a_n) \in A \) represents one play of the game in which the player \( i \) takes her corresponding action \( a_i \in A_i \). The action space \( A \) is a Cartesian product that contains all possible action profiles. Therefore, we have \( |A| = \prod_{i \in N} |A_i| \).

- \( u = (u_1, \ldots, u_n) \) is the game utility (payoff), in which \( u_i : A \rightarrow \mathbb{R} \) is the utility function (or utility matrix, equivalently) for player \( i \). \( u_i \) describes the utility of player \( i \) on each possible action profile \( a = (a_1, a_2, \ldots, a_n) \in A \). We have \( |u_i| = |A| \) and \( |u| = n|A| \).

In our paper, we assume each utility is in the range of \([0, 1]\) without loss of generality. Such an assumption is widely-used in previous literatures \([17, 58]\).

A mixed strategy of player \( i \), denoted by \( \sigma_i \), is a distribution over her action set \( A_i \). Specifically, \( \sigma_i(a_i) \) represents the probability that player \( i \) chooses action \( a_i \). Under such definition, we have \( \sum_{a_i \in A_i} \sigma_i(a_i) = 1 \). Denote \( \Delta A_i \ni \sigma_i \) be the set of all the possible mixed strategies for player \( i \). A mixed strategy profile \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n) \) is a joint strategy for all the players. Based on \( \sigma \), the probability of action profile \( a = (a_1, a_2, \ldots, a_n) \) being played is \( \sigma(a) := \prod_{i \in N} \sigma_i(a_i) \). Notice that an action profile \( a \) (i.e., a pure strategy profile) can also be seen as a mixed strategy profile \( \sigma \) with \( \sigma_i(a_i) = 1 \) for all \( i \in N \). The expected utility of player \( i \) under \( \sigma \) is

\[
\hat{u}_i(\sigma) = E_{a \sim \sigma}[u_i(a)] = \sum_{a \in A} \sigma(a)u_i(a).
\]

Besides, on behalf of player \( i \), the other players’ strategy profile is denoted as \( \sigma_{-i} = (\sigma_1, \ldots, \sigma_{i-1}, \sigma_{i+1}, \ldots, \sigma_n) \).

\((\epsilon\text{-approximate})\) Nash equilibrium. Nash equilibrium is one of the most important solution concepts in game theory. A (mixed) strategy profile \( \sigma^* = (\sigma_1^*, \sigma_2^*, \ldots, \sigma_n^*) \) is called a Nash equilibrium if and only if for each player \( i \in N \), her strategy is the best response given the strategies \( \sigma_{-i}^* \) of all the other players. Formally,

\[
\hat{u}_i(\sigma_i, \sigma_{-i}^*) \leq \hat{u}_i(\sigma_i^*, \sigma_{-i}^*), \quad \forall i \in N, \sigma_i \in \Delta A_i \quad (\text{NE})
\]

However, computing NE for even general 2-player or 3-player games is PPAD-hard \([9, 14]\). Given such hardness, many works focus on finding approximate solutions. For arbitrary \( \epsilon > 0 \), we say a strategy profile \( \sigma \) is an \( \epsilon\text{-approximate Nash equilibrium (\( \epsilon\text{-NE} \))} \) if no one can achieve more than \( \epsilon \) utility gain by deviating from her current strategy. Formally,

\[
\hat{u}_i(\sigma_i, \hat{\sigma}_{-i}) \leq \hat{u}_i(\hat{\sigma}_i, \hat{\sigma}_{-i}) + \epsilon, \quad \forall i \in N, \sigma_i \in \Delta A_i \quad (\text{\( \epsilon\text{-NE} \))}
\]

The definition of \( \epsilon\text{-NE} \) reflects the idea that players might not be willing to deviate from their strategies when the amount of utility they could gain by doing so is tiny (not more than \( \epsilon \)).

4 LEARNING FRAMEWORK

In this section, we set up the PAC learning framework of predicting NE in \( n \)-player normal-form games with fixed players and fixed action space. The learning framework includes a domain set \( \mathcal{U} \), a game-generation distribution \( \mathcal{D} \), a hypothesis class \( \mathcal{H} \) of the NE approximator, a training set \( S \), and evaluation metrics to evaluate the performance of any NE approximators.

Domain set is defined as the set of all the possible input games. In our paper, the domain set \( \mathcal{U} \) includes all the possible game utilities given the fixed players and action space. Following the standard PAC learning paradigm, we assume each game utility \( u \in \mathcal{U} \) is sampled independent and identically from a game-generation distribution \( \mathcal{D} \) with \( \text{supp}(\mathcal{D}) \subseteq \mathcal{U} \). The generated games may belong to a specific game class (e.g., symmetric games). We make no assumption about \( \mathcal{D} \). The learner does not know the exact form of \( \mathcal{D} \), but she can access the generated samples.

The learner should choose in advance (before seeing the data) a class of functions \( \mathcal{H} \), where each function \( h : \mathcal{U} \rightarrow \Delta A_1 \times \Delta A_2 \times \cdots \times \Delta A_n \) in \( \mathcal{H} \) maps a game utility to a joint strategy of \( n \) players. We call such function class \( \mathcal{H} \) the hypothesis class. In our paper, we consider hypothesis classes with infinite size. We will describe how we measure the capacity of \( \mathcal{H} \) in Section 5. During learning, a training set \( S \) of size \( m \) is provided to the learner. \( S = \{u^{(1)}, u^{(2)}, \ldots, u^{(m)}\} \) contains \( m \) game utilities drawn i.i.d. from domain set \( \mathcal{U} \) according to \( \mathcal{D} \).

One challenge for learning to predict NE is the non-uniqueness issue: There may be multiple NEs for a game (See Table 1 for an illustration). Such an issue brings trouble for applying supervised learning. The equilibrium selection problem is nontrivial and many works made some assumptions to ensure the uniqueness of NE \([6, 32, 41, 62]\). To deal with the issue, we use Nash approximation loss to measure the level of approximation of a mixed strategy to NE. The metrics is widely used in the literature for approximating NE\([17, 58]\). Nash approximation is defined as follows \(^1\):

Definition 4.1 (Nash approximation, NashApr). For normal-form game \( \Gamma_u = (N, A, u) \), the Nash approximation loss of strategy profile \( \sigma \) with respect to game utility \( u \) is the maximum utility gain each player can obtain by deviating from her strategy. Formally,

\[
\text{NashApr}(\sigma, u) := \max_{i \in N} \max_{\sigma_i' \in \Delta A_i} \left[ u_i(\sigma_i', \sigma_{-i}) - u_i(\sigma_i, \sigma_{-i}) \right] = \max_{i \in N} \max_{a_i, a_i' \in A_i} \left[ u_i(a_i, \sigma_{-i}) - u_i(a_i', \sigma_{-i}) \right].
\]

The computation of \( \text{NashApr}(\sigma, u) \) only involves \( \sigma \) and \( u \). Thus we do not need any NE or side information. Besides, as we will discuss in Section 5, the Nash approximation loss is Lipschitz continuous with respect to both inputs, which helps to derive our results.

For finite \( \mathcal{H} \), it is trivial to provide a PAC learnable result \([55]\). The learning algorithm \( \mathcal{A} : \mathcal{U}^m \rightarrow \mathcal{H} \) aims to learn a good NE approximator \( h \in \mathcal{H} \) from the training data \( S \), aiming to minimize

\(^{1} \)Another similar concept is called Nash exploitability \([44]\). NashExpl(\( \sigma, u \)) := \max_{\sigma_i', \sigma_{-i} \in \Delta A_i} u_i(\sigma_i', \sigma_{-i}) - u_i(\sigma_i, \sigma_{-i}).

<table>
<thead>
<tr>
<th>( U )</th>
<th>( D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L )</td>
<td>((0, 0))</td>
</tr>
<tr>
<td>( R )</td>
<td>((0.5, 1))</td>
</tr>
</tbody>
</table>

Table 1: An example illustrating the non-uniqueness issue of exact NE, in which \( A_1 = \{L, R\} \) and \( A_2 = \{U, D\} \). Each element \( (x, y) \) in the table represents \( u_1(\cdot, \cdot) = x \) and \( u_2(\cdot, \cdot) = y \) for the corresponding joint action profile. There are two pure NE (bolded) and one mixed NE in the example.
We also define the \( \text{NashApr} \) when one of the two maximum operations in \( \mathcal{H} \) with \( \mathcal{D} \) of the NE approximator model.

\[ L_D(h) := \mathbb{E}_{u \in \mathcal{D}} \left[ \text{NashApr}(h(u), u) \right], \quad (2) \]

We also define the empirical risk \( L_S(h) \) on the data set \( S \) as:

\[ L_S(h) := \frac{1}{|S|} \sum_{u \in S} \text{NashApr}(h(u), u) \quad (3) \]

Given enough samples, the true risk can be estimated by the empirical risk (See Theorem 5.7). Therefore, \( \text{empirical risk minimization} \) (ERM) can be applied to learn an NE approximator \( h \) from a hypothesis class \( \mathcal{H} \):

\[ ERM_{\mathcal{H}}(S) \in \arg \min_{h \in \mathcal{H}} L_S(h) \quad (4) \]

However, in practice, it is usually intractable to implement the ERM algorithm, especially when \( \mathcal{H} \) is infinite. Following the standard approach in deep learning community [27], we can approximate ERM by \textit{minibatch Stochastic Gradient Descent} (minibatch SGD). Specifically, we parameterize the NE approximator as \( h^w \) with \( d \)-dimensional parameter variable \( w \in \mathbb{R}^d \) (e.g., the weights of a neural network). We optimize \( w \) by the standard minibatch SGD algorithm (See Algorithm 1). This method is feasible since \( \text{NashApr}(\sigma, u) \) is differentiable almost everywhere, except for some minor points on a zero-measure set. Those minor points appear when one of the two maximum operations in \( \text{NashApr}(\sigma, u) \) has multiple maximum inputs. We can set one of them according to any tie-breaking rule as the outcome to compute the corresponding gradient.

We must emphasize that the empirical risk minimization algorithm will only be used in the PAC learnability analysis in Section 5.3. Moreover, Algorithm 1 will only be used to demonstrate the application of NE approximator in Section 6. The generalization bound in Section 5.2 is unrelated to the learning algorithm we apply. Instead, we can use any learning algorithms such as the approach in Mariis et al. [46] to obtain the NE approximator, and the generalization bound still holds.

5 THEORETICAL LEARNABILITY RESULTS

In this section, we present our theoretical learnability result for predicting NE from samples. We first analyze the Lipschitz property of Nash approximation loss. Based on that, we provide a generalization bound for the NE approximator. We further show that Nash equilibrium is agnostic PAC learnable under a mild assumption on \( \mathcal{H} \). All the omitted proofs are presented in Appendix.

5.1 Lipschitz Property of Nash Approximation

We start with deriving the Lipschitz continuity of \( \text{NashApr}(\sigma, u) \) with respect to its first input: the joint strategy profile \( \sigma \). We get the following lemma, which indicates that \( \text{NashApr}(\sigma, u) \) is 2-Lipschitz continuous with respect to \( \sigma \) under \( \ell_1 \)-distance.

**Lemma 5.1.** For arbitrary strategy profile \( \sigma \) and \( \sigma' \), we have

\[ |\text{NashApr}(\sigma, u) - \text{NashApr}(\sigma', u)| \leq 2\|\sigma - \sigma'\|_1, \]

where

\[ \|\sigma - \sigma'\|_1 := \sum_{i \in N} \sum_{a_i \in A_i} |\sigma_i(a_i) - \sigma'_i(a_i)| \]

is the \( \ell_1 \)-distance between two mixed strategy profiles \( \sigma, \sigma' \in \Delta A_1 \times \Delta A_2 \times \cdots \times \Delta A_n \).

We also analyze the Lipschitz property of \( \text{NashApr}(\sigma, u) \) with respect to the game utility \( u \), and get the following result:

**Lemma 5.2.** For strategy profile \( \sigma \) and arbitrary normal-form game \( \Gamma_u = (N, A, u) \) and \( \Gamma_v = (N, A, v) \) with \( u, v \in \mathcal{U} \), we have

\[ |\text{NashApr}(\sigma, u) - \text{NashApr}(\sigma, v)| \leq 2\|u - v\|_{\text{max}}, \]

where

\[ \|u - v\|_{\text{max}} := \max_{i \in N} \max_{a \in A} |u_i(a) - v_i(a)| \quad (5) \]

is the \( \ell_{\text{max}} \)-distance between game utilities \( u \) and \( v \).

**Remark 5.3.** While minor changes in game utility may cause different NEs (See Table 2 for illustration of such non-smooth issue), as we can see in Lemma 5.2 the Nash approximation loss is 2-Lipschitz continuous with respect to the game utility. Such a continuity result plays a critical role in the theoretical analysis of game utility learning in simulation-based games [60], in which the goal is to recover the actual game utility through the noisy query data and to compute an approximate NE for the underlying game.

**Table 2:** An example illustrating the non-smooth issue of exact NE, in which \( A_1 = \{L, R\} \) and \( A_2 = \{U, D\} \). Each element \((x, y)\) in the table represents \( u_1(\cdot \cdot) = x \) and \( u_2(\cdot \cdot) = y \) for the corresponding joint action. Minor changes in the utility of game \( \Gamma_u \) (into game \( \Gamma_v \)) can cause different exact NE solutions. (a): Game \( \Gamma_u \). The unique NE is \( (L, U) \). (b): Game \( \Gamma_v \). The unique NE is \( (R, U) \). The only difference between \( \Gamma_u \) and \( \Gamma_v \) is the utility \( u_1(R, U) \), which only differs by arbitrary small \( 2\epsilon \).
5.2 Generalization Bound

We measure the generalizability of an NE approximator by generalization bound. Such a bound depends on the complexity of hypothesis class $\mathcal{H}$. We characterize such complexity through (external) covering numbers [55], a standard technique in PAC analysis [2]. We first define the distance between two different approximators.

**Definition 5.4** ($\ell_{\infty,1}$-distance). The $\ell_{\infty,1}$-distance between two NE approximators $h_1, h_2$ is:

$$\|h_1 - h_2\|_{\ell_{\infty,1}} := \max_{u \in \mathcal{U}} \|h_1(u) - h_2(u)\|_1.$$ 

Under $\ell_{\infty,1}$-distance, we define the $r$-cover and the $r$-covering number for hypothesis class $\mathcal{H}$:

**Definition 5.5** ($r$-cover). We say function class $\mathcal{H}_r$ $r$-covers $\mathcal{H}$ under $\ell_{\infty,1}$-distance if for all function $h \in \mathcal{H}$, there exists $h_r \in \mathcal{H}_r$ such that $\|h - h_r\|_{\ell_{\infty,1}} \leq r$.

**Definition 5.6** ($r$-covering number). The $r$-covering number of $\mathcal{H}$, denoted by $N_{\ell_{\infty,1}}(\mathcal{H}, r)$, is the cardinality of the smallest function class $\mathcal{H}_r$ that $r$-covers $\mathcal{H}$ under $\ell_{\infty,1}$-distance.

We then derive the generalization bound of NE approximators. It describes the gap between the NE approximator’s true risk $L_D(h)$ and empirical risk $L_S(h)$ on the training set $S$.

**Theorem 5.7.** ([Generalization bound]) For hypothesis class $\mathcal{H}$ of NE approximator and distribution $D$, with probability at least $1 - \delta$ over draw of the training set $S$ from $D$, $\forall h \in \mathcal{H}$ we have

$$L_D(h) - L_S(h) \leq 2\Delta_m + 4\sqrt{\frac{2\ln(4/\delta)}{m}},$$

where $\Delta_m := \inf_{r > 0} \left(\sqrt{\frac{2\ln N_{\ell_{\infty,1}}(\mathcal{H}, r)}{m}} + 2r\right)$.

Theorem 5.7 is quite general and orthogonal to the learning algorithm we use. It characterizes the generalization ability of all the NE approximators in normal-form games with fixed action space. As we can see, with a large enough training set, the bound goes to zero (if $N_{\ell_{\infty,1}}(\mathcal{H}, r)$ is bounded) so that we can estimate the true risk under the empirical risk.

5.3 Agnostic PAC Learnable

If for arbitrary $r > 0$ the covering number $N_{\ell_{\infty,1}}(\mathcal{H}, r)$ can be bounded, then the bound in Theorem 5.7 goes to zero as the training set size $m \to \infty$. Inspired by this, we make the following assumption to limit the representativeness of $\mathcal{H}$:

**Assumption 5.8.** For hypothesis class $\mathcal{H}$, we assume the logarithm of its $r$-covering number grows as a polynomial with respect to $1/r$, i.e.,

$$\ln N_{\ell_{\infty,1}}(\mathcal{H}, r) \leq \text{poly}(\frac{1}{r})$$

for $r > 0$.

Assumption 5.8 is a standard assumption in PAC analysis [2]. It holds for many widely used machine learning models, including the classical linear model [63] and kernel method [64]. Moreover, as we will prove, Assumption 5.8 also holds for the Lipschitz hypothesis class, which includes neural networks with parameters of bounded ranges [52, 57].

**Definition 5.9** (Lipschitz hypothesis class). We say $\mathcal{H}$ is a Lipschitz hypothesis class if there is a constant $L_{\mathcal{H}} > 0$ such that for each function $h \in \mathcal{H}$ and game utility $u, v \in \mathcal{U}$, we have $\|h(u) - h(v)\|_1 \leq L_{\mathcal{H}}\|u - v\|_{\text{max}}$.

**Lemma 5.10.** Assumption 5.8 holds for Lipschitz hypothesis class $\mathcal{H}$ since we have

$$N_{\ell_{\infty,1}}(\mathcal{H}, r) \leq O \left(\frac{L_{\mathcal{H}} r^m |A| \ln(\frac{1}{\delta})}{r}\right).$$

Based on Assumption 5.8, Lemma 5.1 and Lemma 5.2, we prove the uniform convergence of hypothesis class $\mathcal{H}$ with respect to Nash approximation loss. It characterizes the sample complexity to probably obtain an $\epsilon$-representative training set $S$. That is, for an arbitrary function $h \in \mathcal{H}$, the empirical risk $L_S(h)$ on $S$ is close to the true risk $L_D(h)$ up to $\epsilon$.

**Theorem 5.11.** ([Uniform convergence]) Fix $\epsilon, \delta \in (0, 1)$, for hypothesis class $\mathcal{H}$ and distribution $D$, with probability at least $1 - \delta$ over draw of the training set $S$ with

$$m \geq m_{\ell_{\infty,1}}(\epsilon, \delta) := \frac{9}{2\epsilon^2} \left(\ln \frac{2}{\delta} + \ln N_{\ell_{\infty,1}}(\mathcal{H}, \frac{\epsilon}{6})\right),$$

games from $D$, we have

$$|L_S(h) - L_D(h)| \leq \epsilon$$

for all $h \in \mathcal{H}$. $m_{\ell_{\infty,1}}(\epsilon, \delta)$ grows as a polynomial of $1/\epsilon$ and $\ln(1/\delta)$ under Assumption 5.8.

Theorem 5.11 is the sufficient condition for agnostic PAC learnable, which provides the learnability guarantee of predicting NE from samples.

**Theorem 5.12.** Fix $\epsilon, \delta \in (0, 1)$, for hypothesis class $\mathcal{H}$ and distribution $D$, with probability at least $1 - \delta$ over draw of the training set $S$ with

$$m \geq m_{\ell_{\infty,1}}(\epsilon, \delta) := \frac{18}{\epsilon^2} \left(\ln \frac{2}{\delta} + \ln N_{\ell_{\infty,1}}(\mathcal{H}, \frac{\epsilon}{6})\right),$$

games from $D$, when running empirical risk minimization on Nash approximation loss, we have

$$L_D(\text{ERM}_H(S)) \leq \min_{h \in \mathcal{H}} L_D(h) + \epsilon.$$
6 EXPERIMENTS AND APPLICATION

In this section, we first provide numerical experiments to verify the practicality of our PAC result. Specifically, we construct a parameterized model as our hypothesis class and train an NE approximator via Algorithm 1. We show that the learned NE approximator is computation-efficient with low generation loss. Afterward, we demonstrate an application for the NE approximator: It can warm-start other NE solvers in bimatrix games by providing effective initializing points. All of our experiments are run on a Linux machine with 48 core Intel(R) Xeon(R) CPU (E5-2650 v4@2.20GHz) and 4 TITAN V GPU. Each experiment is run by 5 times, and the average results are presented.

6.1 Experimental Setup

We use GAMUT\textsuperscript{2} [50], a suite of game generators designated for testing game-theoretic algorithms, to generate the game instances. We select 5 game classes as our data distribution since they are nontrivial for TS algorithm [58] to solve [23]:

- **TravelersDilemma**: Each player simultaneously requests an amount of money and receives the lowest of the requests submitted by all players.
- **GrabTheDollar**: A price is up for grabs, and both players have to decide when to grab the price. The action of each player is the chosen times. If both players grab it simultaneously, they will rip the price and receive a low payoff. If one chooses a time earlier than the other, she will receive the high payoff, and the opposing player will receive a payoff between the high and the low.
- **WarOfAttrition**: In this game, both players compete for a single object, and each chooses a time to concede the object to the other player. If both concede at the same time, they share the object. Each player has a valuation of the object, and each player’s utility is decremented at every time step.
- **BertrandOligopoly**: All players in this game are producing the same item and are expected to set a price at which to sell the item. The player with the lowest price gets all the demand for the item and produces enough items to meet the demand to obtain the corresponding payoff.
- **MajorityVoting**: This is an n-player symmetric game. All players vote for one of the [\(A_1\)] candidates. Players’ utilities for each candidate being declared the winner are arbitrary. If there is a tie, the winner is the candidate with the lowest number. There may be multiple Nash equilibria in this game.

For bimatrix games, we set the game size as $300 \times 300$. For multiplayer games, we generate the 3 and 4 player versions of **BertrandOligopoly** and **MajorityVoting** (The suffix -3 and -4 represent the 3 and 4 player versions, respectively). We set the game size as $30 \times 30 \times 30$ for 3-player games and $15 \times 15 \times 15 \times 15$ for 4-player games. For each game class, we generate $2 \times 10^4$ game instances with different random seeds, and we randomly divide 2000 and 200 instances for validation and testing.

As for the NE approximator, we construct a fully connected neural network as the hypothesis class due to the universal approximation theorem of it [33]. We apply ReLU as the activation function and add batch normalization (without learnable parameters) before the activation function. We use 4 hidden layers with 1024 nodes of each layer in our neural network. We learn our model using the Adam optimizer, and we restrict the parameters of our model in the range of $[0, 1]$. By doing so, we make our model a Lipschitz hypothesis class so that it satisfies Assumption 5.8.

6.2 Generalization and Efficiency

**Generalization.** Table 3 and Table 4 report the average Nash approximation loss of the trained NE approximator. We observe that the Nash approximation loss in the test set is sufficiently small and much lower than the random solutions. Such a comparison result inspires us to use the predicted solution as the initial point for classical solvers. Moreover, we can also see a small gap between the training and testing performance, which gives the feasibility of estimating the true risk of the NE approximator through its empirical risk on the training set. It also verifies the generalization bound in Theorem 5.7.

**Efficiency.** Notice that the NE approximator has never seen the test game instances in training. The approximate solution is obtained by just a simple feed-forward neural network computation. As a result, it can be used to infer approximate solutions quickly. To better demonstrate the efficiency of the trained NE approximator, we record the time and iterations traditional algorithms spent (on the test set) to reach the same performance. We use the following algorithms:

- **Fictitious play (FP)** [48]: The most well-known learning algorithm to approximate Nash equilibrium;
- **Regret matching (RM)** [30]: Representative method of no-regret learning, and it leads to coarse correlated equilibrium;
- **Replicator dynamics (RD)** [53]: A system of differential equations that describe how a population of strategies, or replicators, evolve through time;
- **TS Algorithm (TS)**: The algorithm proposed by Tsaknakis and Spirakis [58]. It reaches an approximation ratio $\epsilon = 0.3393$ for bimatrix games.
- **DFM algorithm (DFM)**: The algorithm proposed by Deligkas et al. [17]. It is an improved version of the TS algorithm, and reaches the current best approximation ratio $\epsilon = 1/3$ for bimatrix games.

During implementation, we use GPU to speed up the computation of the baselines. TS and DFM algorithm cannot be accelerated by GPU, so we run them on CPU. For FP, RM and RD, we set the maximum number of iterations to 100000 and terminate the algorithm once it reaches the same performance. TS and DFM algorithm terminates with probability 1, so we stop them early if the same performance has already been reached.

We present the efficiency results of bimatrix game in Table 5 and multiplayer game in Table 6. While the NE approximator efficiently comes up with an approximate solution, the baseline methods spend much more time to reach the same performance. Sometimes the learning approaches FP, RM and RD even fail to converge to the same performance as NE approximator.
Table 3: The average Nash approximation loss (and the corresponding standard deviation across random seeds) of the learned NE approximator on training and testing, compared with random solutions. All the games are $300 \times 300$ bimatrix games.

<table>
<thead>
<tr>
<th></th>
<th>TravelersDilemma</th>
<th>GrabTheDollar</th>
<th>WarOfAttrition</th>
<th>BertrandOligopoly</th>
<th>MajorityVoting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NashApr</td>
<td>NashApr</td>
<td>NashApr</td>
<td>NashApr</td>
<td>NashApr</td>
</tr>
<tr>
<td>Random</td>
<td>0.2644 ± 2.57e-4</td>
<td>0.2603 ± 2.78e-4</td>
<td>0.3396 ± 2.65e-4</td>
<td>0.3208 ± 3.36e-4</td>
<td>0.4727 ± 5.99e-4</td>
</tr>
<tr>
<td>Train</td>
<td>1.013e-6 ± 1.07e-7</td>
<td>8.328e-5 ± 7.87e-5</td>
<td>2.984e-7 ± 1.65e-8</td>
<td>3.402e-4 ± 5.48e-5</td>
<td>4.416e-6 ± 1.82e-6</td>
</tr>
<tr>
<td>Test</td>
<td>0.991e-6 ± 1.04e-7</td>
<td>4.823e-5 ± 5.36e-5</td>
<td>2.871e-7 ± 1.89e-8</td>
<td>3.338e-4 ± 4.90e-5</td>
<td>5.526e-6 ± 2.84e-6</td>
</tr>
</tbody>
</table>

Table 4: The average Nash approximation loss (and the corresponding standard deviation across random seeds) of the learned NE approximator on training and testing, compared with random solutions. The game dimension is $30 \times 30 \times 30$ for 3-player games and $15 \times 15 \times 15 \times 15$ for 4-player games.

<table>
<thead>
<tr>
<th></th>
<th>BertrandOligopoly-3</th>
<th>MajorityVoting-3</th>
<th>BertrandOligopoly-4</th>
<th>MajorityVoting-4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NashApr</td>
<td>NashApr</td>
<td>NashApr</td>
<td>NashApr</td>
</tr>
<tr>
<td>Random</td>
<td>0.1145 ± 9.16e-4</td>
<td>0.3534 ± 1.11e-3</td>
<td>0.0573 ± 5.41e-4</td>
<td>0.2428 ± 1.49e-3</td>
</tr>
<tr>
<td>Train</td>
<td>4.046e-6 ± 7.22e-6</td>
<td>1.018e-3 ± 3.49e-4</td>
<td>1.619e-7 ± 3.51e-8</td>
<td>3.881e-4 ± 4.69e-4</td>
</tr>
<tr>
<td>Test</td>
<td>2.525e-6 ± 4.20e-6</td>
<td>0.612e-3 ± 2.54e-4</td>
<td>1.643e-7 ± 3.53e-8</td>
<td>2.359e-4 ± 4.36e-4</td>
</tr>
</tbody>
</table>

Table 5: The average time and iterations traditional algorithms spent on each test set to reach the same performance as the NE approximator (NEA) in $300 \times 300$ bimatrix games. * represents the method fails to reach the same performance under the limitation of the maximum iterations in some of the 5 runs.

<table>
<thead>
<tr>
<th></th>
<th>TravelersDilemma</th>
<th>GrabTheDollar</th>
<th>WarOfAttrition</th>
<th>BertrandOligopoly</th>
<th>MajorityVoting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Iteration</td>
<td>Time</td>
<td>Iteration</td>
<td>Time</td>
</tr>
<tr>
<td>FP</td>
<td>*99.9s</td>
<td>*100000</td>
<td>57.6s</td>
<td>59919.6</td>
<td>63794.8</td>
</tr>
<tr>
<td>RM</td>
<td>162.2s</td>
<td>*100000</td>
<td>149.3s</td>
<td>79151.2</td>
<td>145440.0</td>
</tr>
<tr>
<td>RD</td>
<td>4.3s</td>
<td>3813.4</td>
<td>2.8s</td>
<td>2482.8</td>
<td>1.0s</td>
</tr>
<tr>
<td>TS</td>
<td>149.9s</td>
<td>--</td>
<td>41.9s</td>
<td>--</td>
<td>26.6s</td>
</tr>
<tr>
<td>DFM</td>
<td>147.6s</td>
<td>--</td>
<td>39.8s</td>
<td>--</td>
<td>27.1s</td>
</tr>
<tr>
<td>NEA</td>
<td>&lt;0.5s</td>
<td>1.0</td>
<td>&lt;0.5s</td>
<td>1.0</td>
<td>&lt;0.5s</td>
</tr>
</tbody>
</table>

Table 6: The average time and iterations traditional algorithms spent on each test set to reach the same performance as the NE approximator (NEA) in $30 \times 30 \times 30$ and $15 \times 15 \times 15 \times 15$ games. * represents the method fails to reach the same performance under the limitation of the maximum iterations in some of the 5 runs.

<table>
<thead>
<tr>
<th></th>
<th>BertrandOligopoly-3</th>
<th>MajorityVoting-3</th>
<th>BertrandOligopoly-4</th>
<th>MajorityVoting-4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Iteration</td>
<td>Time</td>
<td>Iteration</td>
</tr>
<tr>
<td>FP</td>
<td>*186.3s</td>
<td>*100000</td>
<td>2.5s</td>
<td>1273.8</td>
</tr>
<tr>
<td>RM</td>
<td>258.6s</td>
<td>*100000</td>
<td>19.8s</td>
<td>7395.6</td>
</tr>
<tr>
<td>RD</td>
<td>33.0s</td>
<td>28629.0</td>
<td>0.9s</td>
<td>607.2</td>
</tr>
<tr>
<td>NEA</td>
<td>&lt;0.5s</td>
<td>1.0</td>
<td>&lt;0.5s</td>
<td>1.0</td>
</tr>
</tbody>
</table>

6.3 Application: Warm-Start Classical Solvers

As we can see from the previous experiments, the NE approximator could be efficient for the games under the same distribution. Moreover, it can achieve a better Nash approximation loss than random solutions. Meanwhile, the classical NE solvers, such as the TS and DFM algorithm, usually set random strategies as the starting point. Therefore, it is promising to warm-start those algorithms with the NE approximator. By doing so, we benefit from both advantages of the function-approximation method and the traditional approach. The NE approximator can infer initial solutions in batches with low computational costs, and the classical solvers can provide theoretical guarantees.
Figure 1: Experimental results of warm-starting TS algorithm and DFM algorithm with NE approximator. Each experiment is run by 5 times. Average results and 95% confidence intervals are shown.

Figure 1a and Figure 1b report the experimental results of warm-starting TS and DFM algorithm, respectively. We can observe that by taking the output strategies of the NE approximator as the pre-solving initialization, both TS and DFM algorithms spend less time to terminate, especially in game TravelersDilemma and WarOfAttrition. Notice that both algorithms ensure that the final solutions will be better than the initial solutions. Thus, it would always be helpful to provide a good starting point for them.

7 CONCLUSION

In this paper, we study the learnability of predicting NE in n-player normal-form games with fixed action space. Theoretically, we provide a generalization bound for the NE approximator under Nash approximation loss. The bound gives a theoretical guarantee of the generalization ability of the approximator. We then prove that Nash equilibrium is agnostic PAC learnable. Such a result provides the feasibility of obtaining a good NE approximator via empirical risk minimization. Empirically, we conduct numerical experiments to verify the learned NE approximator’s generalization ability and efficiency. Afterward, we demonstrate the application of the NE approximator to warm-start other classical solvers, and we report fast convergence. Our theoretical and empirical results show the practicability of learning an NE approximator via data-driven approach. As for future work, we are interested in extending the learnability results of the NE approximator to settings beyond normal-form games, and exploring a more efficient hypothesis class for the NE approximator.
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