ABSTRACT

With the rapid advancement of Artificial Intelligence, the frequency of interaction between people and autonomous agents is on the rise. Effective human-agent collaboration requires that people understand the agent’s behavior. Failing to do so may cause reduced productivity, misuse, frustration, and even danger. Current explainable AI methods prioritize interpreting the local decisions of an agent, putting less emphasis on the challenge of conveying global behavior. Furthermore, there is a growing demand for explanation methods for agents in sequential decision-making frameworks such as reinforcement learning. Agent strategy summarization methods are used to describe the strategy of an agent to its user through demonstration. The summary’s purpose is to maximize the user’s understanding of the agent’s aptitude by showcasing its behavior in a set of world states, chosen by some importance criteria. Extracting the crucial states from the execution traces of the agent in such a way as to best portray the agent’s behavior is a challenging task. My thesis tackles this objective by adding to the equation the context in which the user interacts with the agent. This research proposes novel methods for generating summary-based explanations for reinforcement learning agents.
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RESEARCH STATEMENT

The prevalence of AI agents in our everyday lives is on the rise, from transportation solutions to algorithmic trading or medical care recommendations. These agents can significantly improve and not to their intended users [14].

Fewer works have addressed the problem of explaining agents’ actions in sequential decision-making settings [9]. These focus mainly on “local” explanations, e.g., showing what information a game-playing agent attends to in a specific game state [7]. Less abundant in the field are methods which are concerned with demonstrating the “global” behavior of a model. Jacobs et al. [12] exposed the need for global explanations, as expressed by clinicians stating they prefer understanding the model as a whole, at the beginning as opposed to assessing each decision individually.

Thus, current state-of-the-art explainable AI methods do not adequately address the challenge of conveying the global behavior of agents operating in large state spaces over an extended time duration. Moreover, most explainable AI approaches focus on the technology and lack careful consideration of users’ needs. They are thus at risk of being useful only to the designers of the algorithms and not to their intended users [14].

One method for conveying agent behavior to the end user is through strategy summarization methods [2]. This visual explanation method allows the user a glimpse at the agent performing its task in a selected set of world-states based on some criteria, such as the importance of a decision [1, 10] or an ability to reconstruct the agents’ policy [11]. Using these methods, a visual summary
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We now describe current work, efforts, and results achieved through ways to provide additional capabilities, by drawing on insights and a new local explanation method, “contrastive highlights”, which trade-offs between alternative actions. To this end, we developed plans for a single agent’s decisions by visualizing alternative explanations for a single agent’s decisions by visualizing alternative actions. To this end, we developed PRELIMINARY RESULTS

We now describe current work, efforts, and results achieved through this line of work.

**Agent Comparisons.** Providing comparison methods to help portray critical differences between agents, by comparing them in a dependent manner, such as to enable users to choose which agent better suits their needs.

In my first PhD project [3], we i) introduced and formalize the problem of comparing agent policies; ii) developed DISAGREEMENTS, an algorithm for generating visual contrastive summaries of agents’ behavioral conflicts, optimized for the agent comparison task, and iii) evaluated our approach through human-subject experiments, demonstrating that summaries generated by DISAGREEMENTS lead to improved user performance compared to HIGHLIGHTS summaries. A comparison example is shown in Figure 1.

**Contrastive Explanations.** Generating visual contrastive explanations for a single agent’s decisions by visualizing alternative paths it could have taken instead, i.e., had it not chosen the specific action that it had.

In my thesis, I focus on helping participants develop correct mental models of the agent’s preferences and understanding the trade-offs between alternative actions. To this end, we developed a new local explanation method, “contrastive highlights”, which can be generated for each agent, allowing users to gain insights into its capabilities and strategy without the need to witness them firsthand or observe the agent for an extended time duration.

In this thesis, we plan to develop new visual explanation methods inspired by the principles for “good” explanations described in the social sciences [13, 15]. These principles suggest that good explanations have several of the following elements: i) contrastive, ii) containing a selected subset of causes, iii) dependent on social context, iv) describing the abnormal, v) truthful, vi) consistent with prior beliefs, or vii) being general and probable. We aim to develop methods chiefly based on agent strategy summarization techniques. One benefit of following this approach is that the visual output provides a rich context for the agent’s behavior in its environment, as opposed to textual or rule-based explanations, and allows the user to comprehend the entire interaction scene and derive from it further information. I intend to extend this approach in significant ways to provide additional capabilities, by drawing on insights and methodologies from AI, cognitive science, and human-computer interaction literature.

**SUMMARY & FUTURE PLANS**

To summarize, this thesis will focus on developing user-focused visual explanation methods for conveying the behavior of agents in sequential decision-making settings to a human counterpart, be it a layperson end-user wishing to further grasp its capabilities or the developers themselves for debugging intentions. In addition to further improving and expanding my existing contributions, I plan on pursuing additional research directions such as:

**Visualising Domain Attributes.** Conveying the aptitude of an agent in the domain is not enough, there is a need for enhancing the user’s understanding of the domain itself and its dynamics.

**Visual Summaries for Non-Visual Domains.** Developing generic methods for conveying changes in tabular data states to meaningful visualizations. Highlighting trends and goal emphasis can be used to better and more intuitively portray progression in such feature spaces, thus broadening the scope of visual summaries.

**Visual explanations for ad-hoc human-robot teamwork.** Leveraging the strength and intuitiveness of visual explanations for online human-robot teamwork tasks in collaborative settings.

All proposed approaches and methods have been or will be tested through user studies.

**Figure 1: Visualizing agent disagreements:**
Two agents start at the same state (top left), where their policies diverge: one agent (in red box) chose to stay in the top lane, while the other agent (in black box) switched to the bottom lane.

**Figure 2: Left: Query Interface; Right: Explanation Interface.**
draws inspiration from global policy summaries. This method visualizes both the trajectory chosen by the policy, along with a simulated one highlighting a path had the agent chosen a different, contrastive, action for a given state. For example, the contrastive action may be the second-best action as predicted by the agent. This approach aims to provide more information regarding the decision made by the agent by showing side-by-side the outcomes of the chosen action and an alternative one.

**Interactive Explanations.** Allowing user preferences to shape the explanations generated. This will be achieved through self-selected summary states or choosing from multiple off-the-shelf expert explanations generated in advance. These explanations can be based on both domain-specific and domain-agnostic methods such as clustering.

We developed an interactive XRL tool that aims to assist users to comprehend an agent in a global manner [4] (Figure 2). Using iterative pilot studies, we were able to design the tool according to laypeople’s needs and cognitive capabilities. Our tool generates clips of the agent interacting with its environment. The user controls which clips will be presented by feeding queries that specify properties of clips of interest. The interaction with the tool resembles a dialogue: the user enters a query, receives a handful of clips that answer it, the user can then refine her query, and the process continues.
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