As AI systems gain more and more agency in modern-day society, the problem of responsibility attribution in AI is no longer just a philosophically interesting one, but a practical one as well. The rise of AI agency means that an increasing number of everyday tasks are now being handled by AI agents. As a result, addressing conceptual and technical challenges of attributing responsibility for the failure of a multi-agent AI system has become urgent. Such challenges are particularly prominent when the temporal dimension of decision making is taken into account. In general, the concept of responsibility attribution may have different meanings depending on the context. In particular, in my research I consider the distinction between forward-looking and backward-looking responsibility. Forward-looking responsibility looks at the future and holds agents accountable for what is expected to happen. On the other hand, backward-looking responsibility looks at the past and holds agents accountable for a specific realization of the system and an outcome of interest. This paper summarizes my contributions on forward- and backward-looking responsibility attribution in multi-agent sequential decision making and describes my future research plans.
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1 INTRODUCTION
Consider any multi-agent AI system where an agent’s decision can be influenced by past decisions of other agents. When such a system fails, an important question arises: to what extent is each agent responsible for this failure? Answering this question could be useful for a number of reasons. For example, we may want to (a) hold agents accountable for the failure of the system [8, 15], (b) understand and explain why the failure happened, and then (c) determine how to avoid such failures in the future [1, 29].

A real-world example of such a multi-agent AI system is autonomous traffic light control (ATLC) [3, 9]. Typically, in ATLC each agent controls one road intersection, and after observing some local information decides on how to schedule the intersection’s traffic lights. A common failure mode of an ATLC system occurs when a driver’s waiting time, in one of the intersections, exceeds some pre-selected “acceptable” threshold. In such scenarios, however, it is difficult to identify which agent(s) caused the failure, because of the temporal dependencies between the agents’ decisions. Did the agent responsible for the specific intersection make a mistake? Or was it impossible for that agent to avoid this situation due to earlier mistakes made by other agents? Answers to these questions can be given by a responsibility attribution method, i.e., a method which assigns a degree of responsibility to each agent that reflects its contributions to the undesirable outcome of interest. These answers can then be utilized by the system designer in efforts to avoid similar failures in the future. For example, when limited resources are available, attention could be focused on modifying the behaviours of agents with higher degrees of responsibility.

Responsibility can be viewed from two perspectives, forward-looking and backward-looking [27]. The former considers all possible realizations of a system and assigns responsibility to an agent in expectation of what might happen in the future. Going back to the ATLC example, one could ascribe forward responsibility to an agent for the expected total extra time that the drivers will have to wait. In contrast, the backward-looking perspective assigns responsibility to an agent for some specific realization of the system, e.g., for a specific traffic instance. Both notions have been studied before in moral philosophy, law and AI [4, 5, 11, 14, 18, 23].

In my research, I focus on forward-looking and backward-looking responsibility attribution in Multi-Agent Markov Decision Processes with full (MMDPs) or partial (Dec-POMDPs) observability [7, 20]. MMDPs and Dec-POMDPs are two general and widely used frameworks for multi-agent sequential decision making, but for which responsibility attribution had not been studied before. This research direction poses numerous interesting challenges of both a conceptual and technical nature. Conceptual challenges stem from the need to develop responsibility attribution methods that satisfy desirable properties and also align well with human intuition. Furthermore, prior work on responsibility and blame in AI [13, 17] has recognized a number of factors that influence responsibility attribution, including knowledge, intent and others. Incorporating all these factors into a single practical responsibility attribution method in the sequential setting is a non-trivial task. From a technical point of view, there are many interesting challenges related, for example, to uncertainty considerations and the computational complexity of the responsibility attribution problem.
With the help of my collaborators, I have characterized and tackled various conceptual and technical challenges of responsibility attribution. Looking forward, I aspire to keep progressing in the same direction and apply my findings to a real-world domain.

2 FORWARD-LOOKING RESPONSIBILITY

In my first research paper [25], we consider the task of attributing forward-looking responsibility in cooperative sequential decision making. The formal setting we focus on is Multi-Agent Markov Decision Processes (MMDPs). We also choose to assign responsibility to the agents for the expected discounted return of their joint policy. In other words, we measure an agent’s responsibility based on its contributions to the total inefficiency of the system.

We formalize properties and methods for responsibility attribution in the setting of interest, by first considering concepts derived from or inspired by the cooperative game theory literature [6, 28]. Next, we expand the set of desirable properties by including two novel properties that we deem important for responsibility attribution, namely performance monotonicity and Blackstone consistency.

We show that some of the well-known responsibility attribution methods, such as Shapley Value [22], are not performance monotonic. Roughly speaking, this means that an agent might receive an increased degree of responsibility for adopting a policy that would improve the current inefficiency of the system. To address this issue and guarantee that an agent is always incentivized to reduce the system’s inefficiency, we introduce a novel responsibility attribution method that trade-offs explanatory power (by attributing less responsibility to the agents) for performance monotonicity.

Blackstone consistency states that an agent should not receive a higher responsibility just because the agents’ policies are not exactly known to the responsibility attribution procedure. To ensure that no agent gets unfairly over-blamed under such uncertainty, we provide algorithms for making all the studied responsibility attribution methods Blackstone consistent.

3 BACKWARD-LOOKING RESPONSIBILITY

In my second piece of work [24, 26], we consider the task of attributing backward-looking responsibility for a specific outcome of interest. Our starting point is a standard approach for attributing responsibility based on actual causality [16]:

1. Pinpoint actual causes, i.e., agents’ decisions that were pivotal for the outcome of interest,
2. Assign a degree of responsibility to each agent based on the found actual causes.

Furthermore, in order to enable causal reasoning, this approach utilizes the Structural Causal Model (SCM) framework [21].

For our formal setting, we establish a connection between SCMs and Decentralized Partially Observable Markov Decision Processes (Dec-POMDPs). This connection allows us to study actual causality and (causal) responsibility attribution in Dec-POMDPs. Under this framework we look at both conceptual and technical sides of the backward-looking responsibility attribution problem.

On the conceptual side [26], we begin by making the observation that existing definitions of actual causality, such as the Halpern and Pearl definition, do not explicitly account for temporal dependencies between agents’ decisions. Through examples inspired by moral philosophy and extensive simulation-based experiments we show that this can lead to counter-intuitive actual causes and at the same time negatively affect the responsibility attribution procedure. To address this issue, we introduce a novel definition for actual cause that captures our intuition and prevents such counter-intuitive results. The key characteristic of our definition is that it utilizes a structural component of Dec-POMDPs which models how each agent’s decision depends on the agent’s interaction history. Other contributions include a family of responsibility attribution methods that extend the well-known Chockler and Halpern approach [10].

Our technical contributions [24] are motivated by the fact that the problem of pinpointing actual causes, and consequently determining the exact responsibility assignments, has shown to be computationally intractable [2, 12]. Thus, in order to apply responsibility attribution in large-scale domains, we would have to find a way to overcome this complexity. To fill this gap, we introduce an efficient search algorithm for approximating the agents’ degrees of responsibility under a computational budget. Our algorithm is a variation of the Monte Carlo Tree Search method tailored to the problem of responsibility attribution. It has a number of novel components, such as a new search tree and an elaborate pruning procedure. Note also that our method is generic and can be technically applied to any practical setting modeled as a finite and discrete Dec-POMDP. Finally, we evaluate the efficacy of our approach on a simulation-based test-bed, which consists of three card games.

4 FUTURE WORK

In the future, I plan to focus on backward-looking responsibility attribution in Dec-POMDPs. One project I am interested in is conducting a user-study about the human perception of actual causality and responsibility attribution. In this study, I would like to test how well different actual cause definitions and responsibility attribution mechanisms align with human intuition. Through interactive use cases, I hope to (a) validate my intuition from prior work and (b) gain additional insights that I could utilize when developing future definitions and methods.

Another project that I strongly believe would benefit the field, as it could potentially attract more researchers, is extending my current experimental test-bed. This endeavor would entail creating additional environments suitable for testing different properties and evaluating the efficiency of search methods. By the end of this project I aim to have introduced the first experimental suite for actual causality and responsibility attribution, which would be accessible by researchers even outside of the AI community.

Finally, I am also particularly interested in working on applying responsibility attribution in a real-world domain. Apart from the computational complexity, there are other challenges that need to be addressed first in order to make this goal feasible. Some of these challenges are related to the simplifying assumptions that we made in our previous work. For example, we restricted the underlying model to be finite and discrete. Moreover, for our experiments we assumed a specific class of SCMs, the Gumbel-Max SCMs [19]. Lifting these assumptions is critical for making our work widely applicable in practice.
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