Visualizing Logic Explanations for Social Media Moderation
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ABSTRACT
Autonomous artificial moderators can be useful to monitor social media for content that violates platform policies, but such artificial moderators can be confidently wrong about their decisions. While creating an approach that makes no mistakes is effectively impossible, being able to generate explanations for any given decision can simplify the task of detecting when the system is wrong. In this work we present LiveEvents, a neuro-symbolic agent capable of generating explanations based on which rules have lead to its decisions. We deliver these explanations via Cogni-Sketch, which provides users with an interactive visual representation, allowing them to easily understand the explanations given by the system.
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1 INTRODUCTION
Social media platforms employ autonomous artificial moderator agents to monitor and remove content that violates their policies, such as hate speech or disinformation. Such autonomous moderators can be confidently wrong about their decisions, keeping content that should be removed, while removing acceptable content. In this paper, we introduce LiveEvents, an autonomous artificial moderator agent which can detect contents that need to be removed from the stream of social media posts, and generate an explanation for such decisions. While LiveEvents may still be confidently wrong, these explanations can make it easier for human moderators to identify when this is happening. Built upon the probabilistic complex event processing engine ProbCEP [8], LiveEvents employs a neuro-symbolic combination of pre-trained neural networks and a declarative layer; the former extracts information from the input stream of data, while the latter allows users to define rules specifying when the situations of interest are happening. LiveEvents enables human moderators to easily add or change the neural networks (NNs) being used, and to easily modify the declarative layer.

2 ARCHITECTURE AND DEMONSTRATION
Figure 1 shows our proposed architecture. First, Reddit comments are fed into LiveEvents, which uses pre-trained NNs to extract relevant features. Here, we use a Natural Language Processing (NLP) model. The output from these agents is then fed into a logic layer implemented in ProbLog [3, 5] and the ETHOS Hate Speech Dataset [7] as the NLP model, which is able to identify whether a comment contains hate speech. The output from these agents is then fed into a logic layer implemented in ProbLog [3, 5], a probabilistic logic programming language. This logic layer contains the rules that define under which conditions a given list of situations of interest occur. These situations can last for a period of time. For our demonstration,
LiveEvents outputs a value indicating whether a Subreddit should be quarantined. This value will change over time.

LiveEvents is also able to generate explanations for its decisions, based on these rules, using k-best explanations [6], which gives the k most likely non-overlapping explanations for a decision. Listing 1 shows an example, giving explanations for quarantining a subreddit. The first explanation is that comments 0 and 2 contain hate speech (line 1). Then, line 2 could seem to indicate that partly because comment 0 is not hate speech, we should quarantine, which seems counter-intuitive. However, line 2 should be read more like: even if comment 0 is not hate speech, since comments 1 and 2 are, we should still quarantine. In this case, not(nlp(0, hate)) is added to remove any overlap with the first explanation.

While technical users may be able to understand and use this, we believe it would likely confuse the average user. As such, we provide a simplified explanation instead, which we generate by treating the given explanations as a disjunctive normal form formula, which is simplified according to logic rules. For Listing 1, this would remove the not(nlp(0, hate)) clause from line 2, making it clear that we should quarantine because comments 1 and 2 contain hate speech.

2.2 Cogni-Sketch

After generating the decision and explanations, LiveEvents creates a JSON object, which is sent to Cogni-Sketch\(^3\). This creates an interactive visual depiction that allows the user to understand the system’s decision. Figure 2 shows an example where the system has incorrectly decided to quarantine the subreddit\(^4\). This example includes synthetically generated comments for illustration.

Cogni-Sketch shows nodes chronologically from left to right (Figure 2). The different types of node, from bottom to top, are (i) Reddit comments, (ii) NLP predictions, (iii) explanations, (iv) decisions (with their confidence) and (v) graphs showing the change in confidence over time. Graphs show a threshold at 90%, which needs to be surpassed to act on the decision. NLP, explanation and decision nodes have different colours to indicate different likelihoods.

In some cases, explanations are only based on the fact that multiple comments in a row contain hate speech (e.g. the leftmost explanation). However, to also take into consideration the previous confidence, some explanations also take into account the confidence in the previous iteration (e.g. the two rightmost explanations). This gives the approach a recursive nature, where each iteration depends on the previous one.

The graph visualization from Figure 2 allows human moderators to easily identify that the system is wrong, as it is confident that many innocuous comments contain hate speech. In particular, the agent seems to be confident that any comment containing the word ‘gang’ is hate speech. While this is somewhat understandable in certain contexts, it clearly does not apply to those comments.

3 CONCLUSIONS AND FUTURE WORK

We have demonstrated that the proposed architecture can allow users to easily identify when the system is wrong, and why. The architecture proposed also makes it possible to easily modify the system to prevent it from making the same mistake in the future, or making it easier for users to detect it. This could be done by defining rules that require the agreement of multiple NLP agents, which would minimize the biases of any individual agent. Another approach, if we detect that the system tends to commonly make the same mistakes, would be to add emphasis on such cases for human supervision. For instance, to address the example from Figure 2, notes could be added to ensure human moderators pay especial attention to the classification of comments with the word ‘gang’.

Finally, as future work, we could look at automatically applying the solutions described above based on user feedback on when the system is wrong. Another area of future work would be learning rules automatically (through methods like inductive logic programming), thus removing the need for experts to define the rules.

\(^3\)Code for Cogni-Sketch available at https://github.com/dais-ita/cogni-sketch

\(^4\)For a video demonstration, see https://youtu.be/tXOWDYrVMA
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