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ABSTRACT
Online planning is crucial for high performance in many complex sequential decision-making tasks. Monte Carlo Tree Search (MCTS) employs a principled mechanism for trading off exploration for exploitation for efficient online planning, and it outperforms comparison methods in many discrete decision-making domains such as Go, Chess, and Shogi. Subsequently, extensions of MCTS to continuous domains have been developed. However, the inherent high branching factor and the resulting explosion of the search tree size are limiting the existing methods. To address this problem, we propose Continuous Monte Carlo Graph Search (CMCGS), an extension of MCTS to online planning in environments with continuous state and action spaces. CMCGS takes advantage of the insight that, during planning, sharing the same action policy between several states can yield high performance. To implement this idea, at each time step, CMCGS clusters similar states into a limited number of stochastic action bandit nodes, which produce a layered directed graph instead of an MCTS search tree. Experimental evaluation shows that CMCGS outperforms comparable planning methods in several complex continuous DeepMind Control Suite benchmarks and 2D navigation and exploration tasks with limited sample budgets. Furthermore, CMCGS can be scaled up through parallelization, and it outperforms the Cross-Entropy Method (CEM) in continuous control with learned dynamics models.
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1 INTRODUCTION
Monte Carlo Tree Search (MCTS) is a well-known online planning algorithm for solving decision-making problems in discrete action spaces [15, 16]. MCTS achieves super-human performance in various domains such as Atari, Go, Chess, and Shogi when a learned transition model is available [59]. Therefore, recent research has tried to extend MCTS to environments with continuous state and action spaces [26, 37, 39, 41, 55].

However, current MCTS approaches for continuous states and actions are limited [11, 14, 37, 55]. MCTS approaches that build the search tree by discretizing the action space or otherwise limiting the growth of the tree, such as progressive widening approaches [11, 14, 16], do not scale up well to high-dimensional action spaces and complex problems due to the search space increasing exponentially with the planning horizon and action dimensionality [9, 74]. To alleviate this problem, learning-based approaches [37, 55] reduce the required planning horizon when a sufficiently large number of training samples is available but do not solve the underlying problem of increasing search space size.

To solve the search space explosion problem in MCTS-based continuous planning, this paper presents Continuous Monte Carlo Graph Search (CMCGS), an extension of MCTS to the continuous control problem. Similarly to MCTS, CMCGS employs an iterative mechanism for building a search graph that yields the next action to execute. At each iteration, a series of operators is used to grow the search graph and update the information stored in the graph nodes. CMCGS uses state clustering and Gaussian action bandits to deal with the challenges posed by high-dimensional continuous states and actions and limit the search space explosion.

Our experiments show that CMCGS outperforms strong MCTS and other planning baselines in many challenging benchmarks given limited interaction with the environment, including high-dimensional environments from the DeepMind Control Suite (DMC) [68]. We also show that CMCGS can be efficiently parallelized to scale up and demonstrate its generality and robustness with learned dynamics models in high-dimensional visual tasks, where CMCGS outperforms the Cross-Entropy Method (CEM) [57, 71]. Moreover, CMCGS shows strong performance by being superior to CEM in environments that require complex exploration, and our algorithm
Figure 1: Core steps in one iteration of Continuous Monte Carlo Graph Search (CMCGS). a) Starting from the root node, the graph is navigated via action sampling and node selection until a sink node is reached. b) If there is enough experience collected in the final layer of the graph and the maximum depth has not been reached, a new layer containing a new node N is initialized. c) A trajectory of random actions is simulated from the graph's sink node to approximate the value of the state. d) The computed accumulated reward is backed up through the selected nodes, updating their replay memories, policies, and state distributions. e) If a new cluster of experience data is found in a previous layer of the graph, all nodes in that layer are updated based on the new clustering information (in this example, the node N is split into two new nodes N1 and N2).

also performs well in difficult, high-dimensional environments with informative rewards, where MCTS-based methods fail.

2 RELATED WORK

Monte Carlo Tree Search (MCTS), a decision-time planning method in discrete action spaces [9, 15, 40], is a core component of the success of the computer Go game [22, 61, 62]. MCTS also shows advantages in general game playing [3, 20, 23, 24]. Several recent works combine MCTS with a learned dynamic model lifting the requirement for access to a simulator [59, 73]. Grouping similar or equivalent states reached via different trajectories in MCTS has been proposed [12], but recent methods mostly focus on the discrete state setting [17, 42], which differs from our continuous setup.

Online planning in continuous action spaces. The number of actions in continuous action spaces is infinite, which significantly increases the size of the MCTS search tree and makes applying out-of-the-box MCTS infeasible. Instead, CEM is commonly used in the continuous action domain as an online planning method [13, 25, 56, 57, 71]. Many methods combine CEM with a value function or policy in different ways to improve its performance [8, 30, 31, 44, 50]. The main limitation of CEM compared to MCTS (and this work) is that CEM models the whole action trajectory using a single sampling distribution. This could be translated into the context of MCTS as using only one node at each layer of the search tree, and it can limit the exploration capabilities of CEM in environments where there are several ways of controlling the agent, for example, going around an obstacle using two different ways. Covariance Matrix Adaptation Evolution Strategy (CMA-ES) is an evolutionary gradient-free algorithm for black-box continuous optimization [28, 29]. Although it has not seen much use in continuous control due to its computational complexity and memory requirements, applying it as an alternative to CEM has been proposed [18, 32, 49].

MCTS in continuous action spaces. Adopting MCTS in continuous action spaces requires mitigating the requirement of enumerating all actions as in the discrete case. Several works use progressive widening to increase the number of child actions of a node as a function of its visitation frequency [11, 14, 16, 46]. The action space can be split into bins by factorizing across action dimensions [27, 65]. A line of work extends MCTS to continuous action spaces via Hierarchical Optimistic Optimization (HOO) [10, 45, 48, 54]. HOO hierarchically partitions the action space by building a binary tree to incrementally split the action space into smaller subspaces. Voronoi Optimistic Optimization (VOO) builds on similar ideas as HOO. It uses Voronoi partitioning to sample actions efficiently and is guaranteed to converge [39]. VG-UCT relies on action value gradients to perform local policy improvement [41]. Furthermore, several works grow the search tree based on sampling. Kernel regression can be used to generalize the value estimation and, thus, limit the number of actions sampled per node [74]. However, our experiments indicate that despite the presented strategies, these methods still struggle with the rapidly growing search space, especially with high-dimensional states and actions. We propose tackling this challenge by representing the search space as a graph instead of a tree, clustering similar states into search nodes, and using Gaussian action bandits for the nodes. In practice, CMCGS significantly improves on the continuous MCTS methods, especially with limited search budgets.
State abstractions in MCTS Our approach to clustering similar states into stochastic action bandit nodes is closely related to state abstraction and aggregation methods. State abstraction helps mitigate the impact of the combinatorial explosion in planning [1]. In state aggregation, many states are combined into abstract ones [43, 69] and it has been proposed for handling the high branching factor in stochastic environments [35]. Hierarchical MCTS through action abstraction is closely related [6]. Progressive MCTS Refinement in Sparse Sampling (PARSS) builds and refines state abstractions as the search progresses [36]. However, these methods, including PARSS, generally assume a discrete action space, incompatible with our setup. State abstractions can also be used in a continuous setting when combined with progressive widening [63]. Our results indicate that relying on progressive widening makes the proposed method uncompetitive with CMCGS. Elastic MCTS uses state abstractions for strategy game playing, but lacks a progressive widening or discretization strategy to handle the high-dimensional continuous action spaces prevalent in our experiments [72].

There are also learning-based approaches to online planning that represent the policy using a neural network and sample from it when expanding the tree [2, 37]. By leveraging the learned policy, these methods achieve promising performance with limited search budgets. However, we focus only on the core search component and leave comparisons with learning-based methods to future work.

3 PRELIMINARIES Planning and search is arguably the most classic approach for optimal control [19, 47, 67]. The idea is to start with a (rough) estimation of the action trajectory and gradually improve it through model-based simulation of the environment. In the case of environments with complex dynamics, this is usually done online by optimizing only a small part of the action trajectory at each step. Then, the first action of the optimized trajectory is executed. After that, the whole process is repeated, starting from the newly visited state. This process is also known as closed-loop control, or model-predictive control (MPC). MPC is an effective approach for optimal control in complex real-time environments [5, 21, 58].

Monte Carlo Tree Search (MCTS) [15] is one of the most popular MPC algorithms in environments such as video games [34, 52] that require principled exploration. MCTS starts by initializing a single-node search tree using the current state \( s_t \) as the root and grows the tree in an iterative manner, where one node is added to the tree at each iteration. The iterative process of MCTS is comprised of the following four key steps [9]:

1. **Selection (Tree Policy):** In this step, the algorithm selects one of the tree nodes to be expanded next. This is done by starting from the root and navigating to a child node until a node with at least one unexpanded child is visited using a selection criterion, whose goal is to balance the exploration-exploitation trade-off.

2. **Expansion:** In this step, MCTS expands the search tree by adding a (randomly chosen) unvisited child to the selected node from the previous step.

3. **Simulation (Default Policy):** After expanding the selected node, the newly added node is evaluated using a trajectory of random actions and computing the return.

4. **Backup:** In the final step, the computed return is backed up through the navigated nodes, updating the statistics stored in each node.

For a more detailed description of the MCTS algorithm, the reader is referred to Browne et al. [9].

4 CONTINUOUS MONTE CARLO GRAPH SEARCH

We propose an algorithm for continuous control called Continuous Monte Carlo Graph Search (CMCGS). We assume a discrete-time, discounted, and fully-observable Markov Decision Process (MDP) \( M = (\mathcal{S}, \mathcal{A}, P, R, \gamma) \) with continuous states and actions. \( \mathcal{S} \) is the state space, \( \mathcal{A} \) the action space, \( P \) the transition probability function, \( R \) the reward function, and \( \gamma \in [0, 1) \) the discount factor. The objective of CMCGS is to find the action \( a \in \mathcal{A} \) that maximizes the return in \( M \) by performing closed-loop control with model-based simulation of the environment. CMCGS is an iterative online planning algorithm in which each iteration contains the same four steps as MCTS with an additional width expansion step (see Fig. 1).

Instead of building a search tree, CMCGS performs a search on a layered graph in which each layer corresponds to one step of the underlying MDP. We assume that we have access to a dynamics model \( p(s_{t+1}, r_{t+1} | s_t, a_t) \) that can either be an exact model of the environment or a learned approximation.

The core idea of CMCGS is to use state clustering, Gaussian action bandits, and a layered directed search graph to tackle the challenges posed by search state explosion and high-dimensional continuous states and actions. Each node \( q \) in the \( t \)-th layer of the CMCGS graph corresponds to a cluster of states visited at timestep \( t \). The node is characterized by its state distribution \( p_q(s_t) \) and policy \( \pi_q(a_t) \), which describe the states assigned to this cluster and the preferred actions taken from this cluster during planning. Both distributions \( p_q(s_t) \) and \( \pi_q(a_t) \) are modeled as Gaussian distributions with diagonal covariance matrices. The policy \( \pi_q(a_t) \) is initialized as a Gaussian \( \mathcal{N}(\mu = \frac{1}{2}(a_{\text{min}} + a_{\text{max}}), \sigma = \frac{1}{2}(a_{\text{max}} - a_{\text{min}})) \). During planning, the distributions are fit to the data in the replay buffer. The replay buffer contains tuples \( (s_t, a_t, s_{t+1}, R, q) \), where \( q \) is the node to which state \( s_t \) belongs and \( R \) is the observed trajectory return. We denote by \( D_q \) all the tuples in the replay buffer that correspond to node \( q \) and by \( Q_t \) the set of nodes in layer \( t \).

The search graph is initialized with \( d_{\text{init}} \) layers and one node per layer. Initializing the graph with multiple layers improves the early search efficiency. The CMCGS algorithm then iterates the following steps (see Fig. 1 for a graphical illustration).

(a) **Selection:** The selection mechanism is repeatedly applied to navigate through the search graph starting from the root node until a sink node (a node without children) or a terminal state of the MDP is reached (Fig. 1a). When navigating through the graph, we use an epsilon-greedy-inspired policy: with probability \( \epsilon \), we sample an action from the node policy, the Gaussian distribution \( \pi_q(a) \), and with probability \( 1 - \epsilon \), we uniformly sample one of the top actions in \( D_q \) (greedy action) and modify it with a small Gaussian noise for local improvement:\footnote{This approach enables the agent to leverage past experience efficiently while exploring new options, leading to better performance on complex tasks.}
$e_{\text{top}} \sim N(0, \mathcal{E}_{\text{top}} \cdot (a_{\text{max}} - a_{\text{min}}))$. The current state $x_t$ is updated to $x_{t+1}$ according to the dynamics model $p(x_{t+1}, r_{t+1} | x_t, a_t)$, and the node in the next layer is selected by maximizing the probability of the updated state according to the node state distributions:

$$
q \leftarrow \arg \max_{q \in Q_{t+1}} p_q(x_{t+1})
$$

(b) **Depth expansion:** If the last layer of the graph has collected enough experience (the number of samples is greater than threshold $m$) and the maximum graph depth has not been reached, we add a new layer to the graph (Fig. 1b). The new layer contains a single node initially. Without the threshold $m$, the depth of the search graph would grow too fast.

(c) **Simulation:** Similar to MCTS, we simulate a random trajectory using random actions starting from the sink node and compute the trajectory return $R$ (Fig. 1c). The length of the rollout is controlled by a hyperparameter $N_r$, but the rollout is interrupted if a terminal state is encountered.

(d) **Backup:** We traverse the search graph backward and update the node distributions $p_q(s)$ and $\pi_q(a)$ for all the nodes visited in the selection procedure (Fig. 1d). The replay buffers $D_q$ of the visited nodes are updated. For each affected node $q$, the Gaussian state distribution $p_q(s)$ is fitted to the states $s$ in the node replay buffer $D_q$ such that its mean is equal to the state mean and standard deviation to the state standard deviation. For the action distributions $\pi_q(a)$, we use a threshold-based strategy to encourage sufficient exploration: the node policy $\pi_q(a)$ is updated only if the replay buffer of the node $q$ contains enough experience ($|D_q| > m/2$). The dimension means of $\pi_q(a)$ are fitted to the highest-scoring (elite) experiences in $D_q$, similarly to CEM. To update the dimension variances of $\pi_q(a)$, we adopt the Bayes' rule by defining a conjugate prior (inverse gamma distribution) and maintain efficiency, CMCGS computes the maximum depth $C_t$ of nodes in layer $t$ using a heuristic rule

$$
C_t = \min (n_{\text{max}}, \lfloor n_t / m \rfloor)
$$

where $n_t$ is the number of transitions collected at timestep $t$ and stored in the replay buffer $D$, $m$ the threshold hyperparameter, and $n_{\text{max}}$ the hard limit on the number of nodes. If $|Q_t|$, the number of nodes in layer $t$, is smaller than $C_t$, we attempt to cluster the states visited at timestep $t$ into $|Q_t| + 1$ clusters.

We use Agglomerative Clustering with Ward linkage in our experiments due to its fast running time with the amount of data needed by CMCGS [51, 70]. Using Euclidean distance as a metric is feasible both in low-dimensional state spaces and learned latent spaces. The clustering is approved if each cluster contains at least $m/2$ states to prevent degenerate clusters that are unlikely to be selected for states encountered in the future. Then, a new node is added to the layer (Fig. 1e), all experience tuples in the replay buffer are re-assigned to the corresponding nodes and the state and action distributions $p_q(s)$ and $\pi_q(a)$ of the affected nodes are updated. Otherwise, no new node is created, and clustering is attempted again when the layer has collected $m/2$ new samples to limit the number of calls to the clustering algorithm and, therefore, speed up the algorithm.

When the simulation budget has been exhausted, the agent’s next action is determined by the experience stored at the root node. If the search has access to a deterministic environment simulator, the first action of the trajectory with the highest return is chosen. If searching with a learned dynamics model or the environment is stochastic, the average of the top actions in the replay memory of the root node is returned to prevent the exploitation of model inaccuracies or individual samples. Each of the five steps of CMCGS can be performed efficiently using batch operations, making it possible to collect multiple trajectories in parallel. The pseudocode of the CMCGS algorithm is shown in Algorithm 1.

## 5 EXPERIMENTS

We run four sets of experiments to evaluate the performance, generality, and robustness of CMCGS. First, we present a motivating example where CEM fails due to its inability to explore properly in an environment where a multimodal representation of the action distribution is useful. Second, we evaluate CMCGS in continuous control tasks with limited sample budgets to demonstrate that it outperforms relevant baselines in a variety of tasks with different levels of exploration required. Third, we demonstrate that CMCGS can be parallelized and can successfully utilize learned models for large-scale planning in complex tasks by showing that it achieves significantly better planning performance than CEM in image-based continuous control environments. Finally, we perform extensive ablation studies to better understand the design choices of CMCGS.

### 5.1 Toy Environment

We design a toy environment where the agent samples $N$ actions $a_1, \ldots, a_N$ sequentially and receives a basic reward of $r = 0.5$ if the absolute value of each action is greater than 1. An additional reward of 0.5 is given if the sign of all actions is the same. The reward is formalized as

$$
r = \begin{cases} 
0.5, & \text{if } \forall i \in \{1, \ldots, N\} : |a_i| > 1 \\
1, & \text{if } \forall i \in \{1, \ldots, N\} : |a_i| > 1 \land \\
\forall i \in \{2, \ldots, N\} : \text{sgn}(a_i) = \text{sgn}(a_1) 
\end{cases}
$$

All action bandits are initialized to $N(0, 1)$ to eliminate the effect of the initial action distribution on the performance, the action space is equal to $\mathbb{R}$, and the state equal to the y-coordinate of the agent (see Fig. 2). Finding the basic reward of $r = 0.5$ is easy, but performing principled exploration to find the additional component
Algorithm 1 Continuous Monte Carlo Graph Search

1: function CMCGS($s_0$)
2:     $q_{root} \leftarrow \text{Node}(s_0, \text{parent}=\text{None})$
3:     Initialize search graph with $d_{\text{init}}$ layers and $q_{root}$ as the root.
4:     \textbf{while} within computational budget \textbf{do}
5:         $\tau, R, s_d \leftarrow \text{GraphPolicy}(s_0, q_{root})$
6:         \textbf{if} $s_d$ is not terminal \textbf{then}
7:             $R \leftarrow R + \text{RandomRollout}(s_d)$
8:     \textbf{end while}
9:     \textbf{return} $\text{GetBestAction}(q_{root})$
10: function GraphPolicy($s, q$)
11:     $\tau \leftarrow \emptyset$
12:     $R \leftarrow 0$
13:     $d \leftarrow 1$
14:     $\phi \leftarrow \begin{cases} 1, & \text{if } U(0, 1) < \epsilon \\ 0, & \text{otherwise} \end{cases}$
15:     \textbf{while} $s$ is not terminal and $d \leq N_{\text{layers}}$ \textbf{do}
16:         $a \sim \phi \pi_q(a) + (1 - \phi) \pi_{\text{greedy}}(a)$
17:         Apply action $a$, observe new state $s'$, reward $r$
18:         $\tau \leftarrow \tau \cup \{(s, a, s', q)\}$
19:         $R \leftarrow R + r$
20:     \textbf{end while}
21:     \textbf{if} $s'$ is not terminal and $d = N_{\text{layers}}$ \textbf{then}
22:         Try adding a new layer with one node to the graph.
23:     \textbf{end if}
24:     \textbf{if} $s'$ is terminal or $d = N_{\text{layers}}$ \textbf{then}
25:         $q \leftarrow \arg \max_{q \in C_t} p_q(s')$
26:     \textbf{end if}
27:     $s \leftarrow s'$
28:     $d \leftarrow d + 1$
29: \textbf{return} $\tau, R, s$
30: function Backup($\tau, R$)
31:     \textbf{for} each $(s_t, a_t, s_{t+1}, q_t) \in \tau$ \textbf{do}
32:         $\text{BufferStore}((s_t, a_t, R, s_{t+1}, q_t))$
33:     \textbf{end for}
34:     Compute $C_t$, the desired number of clusters in layer $t$
35:     \textbf{if} $|Q_t| < C_t$ \textbf{then}
36:         Cluster states $\{s_t\}$ in layer $t$ into $|Q_t| + 1$ clusters
37:     \textbf{end if}
38:     \textbf{if} clustering was successful \textbf{then}
39:         Replace nodes in layer $t$ with the new nodes
40:     \textbf{for} $q \in Q_t$ \textbf{do}
41:         Estimate state distribution $p_q(s)$
42:         Estimate policy $\pi_q(a)$
43:     \textbf{end for}
44:     \textbf{if} no new cluster found in layer $t$ \textbf{then}
45:         Update $p_q(s)$ and $\pi_q(a)$ of the visited node $q_t$
46:     \textbf{end if}

is a challenge. Furthermore, being able to represent complex multimodal action distributions is a valuable asset in this environment. We let $N = 5$ and compare our method to random shooting and CEM. The results are plotted in Table 1 and the agents’ behavior is illustrated in Fig. 2. The results show that CEM struggles to explore the environment properly, and CMCGS outperforms random shooting due to directed exploration. CEM sometimes fails to receive the basic reward of 0.5 due to the inability to represent the multimodal action distribution natural to this problem.

Table 1: The success rates of achieving the small and large rewards and the average rewards achieved by different algorithms in the toy environment plus-minus two standard errors.

<table>
<thead>
<tr>
<th>Method</th>
<th>$r \geq 0.5$</th>
<th>$r = 1.0$</th>
<th>Average Reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMCGS</td>
<td>1.00</td>
<td>0.99</td>
<td>0.995 ± 0.002</td>
</tr>
<tr>
<td>Random shooting</td>
<td>1.00</td>
<td>0.89</td>
<td>0.943 ± 0.010</td>
</tr>
<tr>
<td>CEM</td>
<td>0.74</td>
<td>0.57</td>
<td>0.655 ± 0.028</td>
</tr>
</tbody>
</table>

Figure 2: An illustration of exploration in the toy environment. For clarity, the actions have been clipped to be in the range $[-1, 1]$. The agent, the chosen action, the explored trajectories, and the different-sized rewards are represented by the blue dot, red arrow, grey dashed lines, and green dots, respectively. The search nodes of CMCGS and the corresponding state and action means are illustrated with black dots and arrows. The left image illustrates how CMCGS explores with state-dependent policies. In the other pictures, we see how CEM fails in the environment. CEM can either fail to discover the large reward and choose a suboptimal action (center) or completely fail to handle the multimodality required by the environment (right).

5.2 Continuous Control with Limited Interaction

Second, we compare CMCGS to the strong planning algorithms (1) Monte Carlo Tree Search with Progressive Widening [11, 14, 16, MCTS-PW], (2) Voronoi Optimistic Optimization Applied to Trees [39, VOOT], (3) MCTS with Iteratively Refined State Abstractions (MCTS-ABS) [63, MCTS-ABS], (4) Cross-Entropy Method [56, CEM], and (5) Covariance Matrix Adaptation Evolution Strategy [28, CMA-ES] to demonstrate the power of CMCGS in continuous control tasks when the number of environment interactions is a bottleneck. This can be the case in, for instance, real-life robotics or when a computationally very intensive and accurate simulator is used. In these tasks, we evaluate the planning performance of the algorithms on real dynamics. We also include standard random shooting (RS) as a baseline.

The environments we use in these experiments include:

(1) 2D Navigation: We developed an environment for the control of a particle that should reach the goal without colliding with the obstacles. We used two variations of this environment, one with circular and another with rectangular obstacles. In these environments, a new action is applied whenever the particle reaches a vertical gray line. The main challenge
in these environments is that the agent has to explore to find the green reward and avoid colliding with the obstacles.

(2) **2D Reacher**: Since 2D Navigation environments only have 1 Degree of Freedom (DOF), we also developed a variation of the classic reacher task for a 2D multi-link arm. In this environment, only a sparse binary reward is used for reaching the goal that block the path. We use 15- and 30-linked arms to evaluate the scalability of CMCGS to high-dimensional action spaces.

(3) **DeepMind Control Suite**: We also used several popular environments provided by DeepMind Control Suite [66] in our experiments. These environments pose a wide range of challenges for continuous control with low- and high-dimensional states and actions. In this part of the evaluation, we use proprioceptive observations.

We evaluate CMCGS and the chosen baselines using different simulation budgets per control timestep. For each budget, we used 400 random seeds for 2D navigation tasks, 200 for 2D reacher tasks, and 100 for DMC tasks. All experiments used the same set of hyperparameters that were carefully tuned to maximize the performance on the chosen environments.

We plot the means of the episode returns in Fig. 3 and the complete results in Fig. 4. The plots show the mean plus-minus two standard errors. CMCGS demonstrates the best overall performance compared to the baselines. In the four 2D environments that test exploration, CMCGS is the best, and it is also the best overall in the DMC environments where exploration is less challenging. CMCGS is highly robust to the different sizes of simulation budgets and achieves the best overall mean performance in both the 2D and DMC environments at every simulation budget. CEM uses a single bandit for each time step, MCTS-PW, VOOT, and MCTS-ABS create a search tree that grows with each time step, and CMA-ES creates a distribution over all time steps with temporal correlations but assumes a uni-modal distribution and does not divide planning into different nodes for different parts of the state distributions [53, 56]. Therefore, CEM and CMA-ES perform poorly in tasks that require strong exploration, and VOOT, MCTS-PW, and MCTS-ABS perform poorly in the DMC tasks that require taking advantage of informative rewards and dealing with high-dimensional action spaces. CMCGS uses several nodes, similar to MCTS, for each layer but strongly limits the number of nodes at each time step. CMCGS explores successfully but can also take advantage of informative rewards to find the best actions with the node policies $\pi_q(a)$.

CMA-ES outperforms CMCGS in the cheetah and walker environments, most likely due to the covariance matrix that takes correlations over all time steps into account. However, the benefit of the full covariance matrix is nonexistent in other environments. CMA-ES is sometimes inferior to CEM despite CEM assuming a much simpler sampling distribution without any temporal correlations, which was also observed in Duan et al. [18]. The MCTS-based algorithms VOOT, MCTS-PW, and MCTS-ABS perform well in low-dimensional and sparse reward environments such as the 2D navigation and reacher environments and ball_in_cup-catch, but they struggle with high-dimensional action spaces, especially in the walker environments. We observe that the progressive widening strategy is insufficient for making the MCTS-based methods handle long planning horizons with the search space growing exponentially. On our 2D environments and DMC walker tasks, the running time of CMCGS has the same magnitude as the fastest method, random shooting, and is superior to that of CMA-ES and MCTS-ABS. The clustering in CMCGS is not highly time-consuming because of the limitations on how often clustering is attempted and the relatively small size of the replay memory of CMCGS.

### 5.3 Large-Scale CMCGS with Learned Models

We demonstrate the generality of CMCGS by evaluating it with learned dynamics models in high-dimensional continuous control environments and comparing it to CEM. For evaluation, we use pixel-based environments from the DeepMind Control Suite [66] and PlaNet [25] as the underlying algorithm for learning the dynamics model. We use an open-sourced implementation of PlaNet and pre-trained models by Arulkumaran [4] and replace CEM with CMCGS as the planner during evaluation. PlaNet has an encoder that learns a latent representation from pixels, and CMCGS performs planning and clustering in this learned latent space.

We copy the hyperparameters for CEM from the original paper [25] and either perform equally many simulator interactions with CMCGS or spend equal time. We let CMCGS collect 400 trajectories in parallel to make the running time comparable to CEM. The mean episode returns in Table 2 show that CMCGS outperforms CEM in six of the seven environments for the same number of environment steps and in five of the seven environments in total and is significantly better overall. We find that CMCGS does not exploit the model inaccuracies, which makes it a robust and general planning algorithm for high-dimensional continuous control tasks.

### 5.4 Ablations

We perform several ablation studies to analyze the impact of our design choices on the performance of CMCGS. To make the returns from our custom environments and DMC environments comparable, we scale the former by adding one and multiplying by 500. The impacts of various design choices related to the action selection...
Figure 4: Reward plots for different simulation budgets per timestep. 2d-X environments (first row) have been developed by the authors to test exploration. The rest are from DeepMind Control Suite with proprioceptive observations. The proposed CMCGS shows the best performance overall.

are shown in Table 3. Replacing the initial Gaussian distribution for $\pi_q(a)$ with actions sampled from a uniform distribution until the first update degrades the performance. Furthermore, adding uniform exploration with probability $p_{\text{uniform}}$ throughout the planning process hurts the performance. The Bayesian variance updates (see Eq. 1) are crucial for high performance and outperform CEM-like variance updates, where the new variance for $\pi_q(a)$ is equal to the variance of the elite actions. We also evaluate discarding the CEM-inspired elite actions entirely and simply letting the means of $\pi_q(a)$ equal the reward-weighted means of the actions in the replay buffer, but this approach fails to improve the performance of our method. We also experiment with splitting the action space into Voronoi cells [39] and sampling the greedy action from the cell corresponding to the best action found in $D_q$, but it is not competitive with the current greedy action selection mechanism, where we sample one of the top actions and add noise to it. When $\epsilon_{\text{top}} = 0$, we do not add any noise to the greedy actions sampled from the replay buffer $D_q$. When $N_{\text{top}} = 1$, we take the best action deterministically from $D_q$. Finally, we evaluate values of $\epsilon$ different from the chosen one, $\epsilon = 0.7$. When $\epsilon = 1$, we always sample from $\pi_q(a)$ and never use the top actions found in $D_q$. None of the ablations presented here improve on the chosen CMCGS design, but many of them are close to the original result-wise, which highlights the robustness of CMCGS. In Table 4, we compare clustering algorithms. KMeans and GMM are not significantly inferior to hierarchical clustering in terms of performance, but they are slower to run.

6 LIMITATIONS AND FUTURE WORK

In this section, we explain the main limitations of our work and how they could be addressed in future work.
Table 2: The average rewards attained in the DMC environments with image observations using learned PlaNet dynamics models plus-minus two standard errors. There are two variants of CEM. In the first variant, the number of simulator steps is equal to the number of simulator steps used by CMCGS. In the second variant of CEM, the running times of the algorithms have been matched on our workstation.

<table>
<thead>
<tr>
<th>Environment</th>
<th>CEM (steps)</th>
<th>CEM (time)</th>
<th>CMCGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ball-in-Cup Catch</td>
<td>713.4 ± 31.6</td>
<td>728.4 ± 32.8</td>
<td>844.6 ± 20.6</td>
</tr>
<tr>
<td>Cartpole Balance</td>
<td>996.7 ± 0.1</td>
<td>991.0 ± 0.3</td>
<td>993.4 ± 0.2</td>
</tr>
<tr>
<td>Cartpole Swingsup</td>
<td>763.1 ± 4.5</td>
<td>778.0 ± 12.1</td>
<td>853.0 ± 0.8</td>
</tr>
<tr>
<td>Cheetah Run</td>
<td>556.5 ± 8.5</td>
<td>615.8 ± 12.7</td>
<td>628.3 ± 16.6</td>
</tr>
<tr>
<td>Finger Spin</td>
<td>651.1 ± 9.5</td>
<td>857.7 ± 2.4</td>
<td>833.9 ± 3.2</td>
</tr>
<tr>
<td>Reacher Easy</td>
<td>828.4 ± 46.1</td>
<td>832.6 ± 45.7</td>
<td>887.1 ± 36.1</td>
</tr>
<tr>
<td>Walker Walk</td>
<td>863.1 ± 21.3</td>
<td>901.9 ± 9.1</td>
<td>950.6 ± 4.6</td>
</tr>
<tr>
<td>Mean</td>
<td>767.5 ± 23.2</td>
<td>815.0 ± 22.6</td>
<td>856.3 ± 17.1</td>
</tr>
</tbody>
</table>

Table 3: The average rewards attained in 2D and DMC environments for simulation budget 2,500 plus-minus two standard errors for different action bandit design choices.

<table>
<thead>
<tr>
<th>Ablation</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMCGS</td>
<td>679.6 ± 22.5</td>
</tr>
<tr>
<td>Initial action distribution uniform</td>
<td>666.1 ± 21.1</td>
</tr>
<tr>
<td>Uniform exploration with $p_{unif}$ = 0.05%</td>
<td>671.9 ± 21.4</td>
</tr>
<tr>
<td>Uniform exploration with $p_{unif}$ = 0.1%</td>
<td>668.5 ± 21.8</td>
</tr>
<tr>
<td>No Bayesian variance updates</td>
<td>633.1 ± 26.6</td>
</tr>
<tr>
<td>Reward-weighted mean</td>
<td>673.3 ± 21.2</td>
</tr>
<tr>
<td>VOO-sampling</td>
<td>658.7 ± 23.6</td>
</tr>
<tr>
<td>Greedy actions without noise, $\varepsilon_{\text{top}} = 0$</td>
<td>670.2 ± 22.4</td>
</tr>
<tr>
<td>No sampling of greedy actions, $N_{\text{top}} = 1$</td>
<td>647.5 ± 23.6</td>
</tr>
<tr>
<td>No greedy actions, $\varepsilon = 1.0$</td>
<td>649.1 ± 22.5</td>
</tr>
<tr>
<td>Higher proportion of greedy actions, $\varepsilon = 0.5$</td>
<td>668.7 ± 23.2</td>
</tr>
</tbody>
</table>

Table 4: The average rewards attained in 2D and DMC environments for simulation budget 2,500 plus-minus two standard errors for different clustering algorithms.

<table>
<thead>
<tr>
<th>Clustering algorithm</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hierarchical (Ward linkage)</td>
<td>679.6 ± 22.5</td>
</tr>
<tr>
<td>KMeans</td>
<td>674.2 ± 31.2</td>
</tr>
<tr>
<td>GMM</td>
<td>670.8 ± 22.1</td>
</tr>
</tbody>
</table>

**Learning**: MCTS can benefit from learned value functions, policy priors, or rollout policies that have been trained using imitation learning from pre-existing datasets [38, 60, 64]. We believe that this could improve the performance of CMCGS.

**Arbitrary graph structures**: Currently, CMCGS uses a layered directed acyclic graph to represent the state space, which does not allow the search graph to re-use previous experience in environments where the agent can navigate back and forth between different states (such as searching through a maze). This limitation could be lifted by allowing the algorithm to build arbitrary graph structures (such as complete graphs) to better utilize the structure of the state space during planning.

**Theoretical properties**: We leave the analysis of the theoretical properties of CMCGS and its convergence to future work. Note that our ablation study in Table 3 shows that adding uniform exploration and Voronoi optimistic sampling during the planning process has a negative impact on the performance of CMCGS in the 2D and DMC environments that we evaluated it on.

7 CONCLUSION

In this paper, we propose Continuous Monte Carlo Graph Search (CMCGS), an extension of the popular MCTS algorithm for solving decision-making problems with high-dimensional continuous state and action spaces. CMCGS builds up on the observation that different regions of the state space ask for different action bandits for estimating the reward and representing the action distribution. Based on this observation, CMCGS builds a layered search graph where, at each layer, the visited states are clustered into several stochastic action bandit nodes, which allows CMCGS to solve complex high-dimensional continuous control problems efficiently. CMCGS outperforms MCTS-PW, VOOT, MCTS-ABS, CEM, and CMA-ES in several complex continuous control environments such as DeepMind Control Suite benchmarks. Experiments in sparse-reward custom environments indicate that CMCGS has significantly better exploration capabilities than the evaluated baselines, especially given a high-dimensional action space.

CMCGS can be efficiently parallelized, which makes the algorithm practically relevant also for large-scale planning. Our experiments with the learned PlaNet dynamics models show that CMCGS can be scaled up to be competitive with CEM as a planning component of general model-based reinforcement learning algorithms that learn from pixels, even when the number of environment interactions is not a limiting factor. We believe that the proposed CMCGS algorithm could be a building block for a new family of Monte Carlo methods applied to decision-making problems with continuous action spaces.
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