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ABSTRACT

Agent-based models (ABMs) stand as an essential paradigm for proposing and validating hypothetical solutions or policies aimed at addressing challenges posed by complex systems and achieving various objectives. This process demands labor-intensive endeavors and multidisciplinary expertise. Large language models (LLMs) encapsulating cross-domain knowledge and programming proficiency could potentially alleviate the difficulty of this process. However, LLMs excel in handling sequential information, making it challenging for analyzing the intricate interactions and nonlinear dynamics inherent in ABMs. Additionally, due to the lack of self-evaluation capability of LLMs, relying solely on LLMs is insufficient to effectively accomplish this process. In this paper, we present SAGE, a general solution-oriented ABM generation framework designed for automatic modeling and generating solutions for targeted problems. Unlike approaches reliant on expert handcrafting or resource-intensive neural network training, SAGE establishes a verifier-assisted iterative in-context learning process employing large language models (LLMs) to leverage their inherent cross-domain knowledge for tackling intricate demands from diverse domain scenarios. In SAGE, we introduce an semi-structured conceptual representation expliciting the intricate structures of ABMs and an objective representation to guide LLMs in modeling scenarios and proposing hypothetical solutions through in-context learning. To ensure the model executability and solution feasibility, SAGE devises a two-level verifier with chain-of-thought prompting tailored to the complex interactions and non-linear dynamics of ABMs, driving the iterative generation optimization. Moreover, we construct an evaluation dataset of solution-oriented ABMs from open sources. It contains practical models across various domains, completed with scenario descriptions and executable agent-based solutions. Evaluations by various LLMs demonstrate that SAGE leads to an average improvement of 18.7% in modeling quality and 38.1% in solution generation effectiveness. This work advances our understanding and ability in tackling complex real-world challenges across diverse domains through the application of ABM methodologies.
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1 INTRODUCTION

Agent-based models (ABMs) provide a bottom-up perspective for exploring complex systems [17], such as societies [27], ecosystems [7] and financial markets [38]. By modeling and simulating actions and interactions of autonomous agents within an artificial environment, ABMs can replicate real-world phenomena, validate hypotheses, uncover emergent behaviors, and formulate solutions or policies for specific problems. In the process of formulating solutions using ABMs, practitioners typically begin by modeling problem scenarios and subsequently simulating the hypothetical solutions proposed by experts to verify their effectiveness [22, 41]. This process poses significant challenges for practitioners [43], including the need for proficiency in abstract modeling to capture essential elements, structures and dynamics of the system to simplify real-world scenarios into an agent-based model. It also requires exceptional programming skills to translate the model into computational code. Most importantly, it demands a solid foundation of domain knowledge that entails a deep understanding of the problem context.

Leveraging advancements in computing methods [20, 21], substantial efforts are dedicated to automating the aforementioned modeling and solution generation process. Some initiatives apply intelligent algorithms, such as reinforcement learning [34], to automatically generate strategies [18, 46]. However, these approaches demand a prolonged learning processes reliant on explicit reward design or vast amounts of data. Some works make innovations by proposing domain-specific languages [37] or abstracting modeling principles [29] to simplify the programming complexity of models. Recently, large language models (LLMs) have shown significant progress in various tasks [16, 36], such as code generation [31] and question answering [3]. Through extensive pre-training on diverse and abundant data, LLMs acquire the ability to generalize knowledge and apply it across various domains, positioning them as potentially valuable tools for the automated generation of solution-oriented ABMs. However, since LLMs are primarily
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designed to model natural languages, they excel in processing sequential information and linear causality [8]. When applied directly to generate, analyze, and enhance ABMs, LLMs may encounter limitations due to their inherent design constraints in dealing with non-linear dynamics and intricate relationships among heterogeneous agents and the environment of ABMs. Besides, LLMs lack the self-checking and self-correction abilities for generated content. Therefore, ABMs generated by LLMs may contain factual inaccuracies, logical inconsistencies, and oversimplified intricacies of the real-world systems they aim to represent. Balancing the desire to streamline the solving process using LLMs with the need to ensure the executability and efficacy of the solution-oriented ABMs poses a formidable challenge.

To address these challenges, we present SAGE (Solution-oriented Agent-based models GEneration), a framework designed to leverage the in-context learning ability of LLMs for generating executable and verifiable agent-based solutions. SAGE comprises two stages: "Modeling" stage that uses a conceptual representation coupled with few-shot prompting techniques [32] to help LLMs comprehend the holistic structure and dynamics of the problem, ultimately facilitating the generation of executable ABMs that replicate the given problem scenario. "Solving" stage that employs iterative chain-of-thought (CoT) [42] prompting with a two-level verifier that incorporates an objective representation to automatically generate and optimize effective solutions based on the above executable ABMs.

In SAGE, verifier-level1 identifies "compilation errors" and "lacking details" to ensure the executability and integrity of the ABM program. Meanwhile, verifier-level2 guide the iterative generation of CoT prompts, optimizing solutions by comparing objective criteria and simulation results. The CoT prompting breaks down the solution generation process into three steps: relations extraction, cause analysis, and solution proposal, enabling LLMs to formulate targeted solutions by comprehensively understanding the problem and the model. Both the conceptual representation (describing the problem scenario) and the objective representation (specifying the desired solution effects) serve as inputs to the LLM. These representations strike a balance between being semi-natural language (NL) for expression-diverse and user-friendly interface, and semi-structured for program accuracy and in-context learnability. By employing this approach, SAGE empowers LLMs to effectively organize intricate interactions within ABMs and leverage their inherent domain knowledge to propose efficient solutions. Furthermore, we have constructed an evaluation dataset comprising solution-oriented ABMs from open-source projects. Unlike existing code generation evaluation datasets, which primarily consist of partial code fragments accompanied by NL descriptions [25, 40], our dataset offers comprehensive scenario descriptions along with their ABM implementations. It encompasses real-world problem instances from various fields and their corresponding ABM-based solutions. The evaluation results of using SAGE with various state-of-the-art LLMs on this dataset demonstrate a massive improvement on generated ABMs’ quality and problem-solving effectiveness, when compared to approaches that do not utilize the SAGE framework. The main contributions of our work are as follows:

1. SAGE: a framework that enables the automatic generation of executable and verifiable agent-based solutions through "Designing" and "Solving" stages. (2) The semi-structured conceptual and objective representations to formalize the ABM initialization and targets while maintaining the NL’s expressivity. (3) A two-level verifier and CoT prompting method to streamline LLMs in generating effective solutions through iterative in-context learning. (4) A solution-oriented ABMs dataset to evaluate the quality of modeling and solution generation across multiple domains.

2 RELATED WORK

2.1 Automatic Design and Generation of ABM

The field of data and computational science has witnessed remarkable progress over the past decade, leading to a shift in the design and construction of ABMs from manual to automated approaches. This transition has empowered better exploration of data and expression of models. In terms of model structure generation, [30] proposes the MAGIC algorithm, which converts the raw observational data to a sequential compressed Markov decision process as agents’ behavior and decision structures. Through a meta-programming system, [43] can automatically generate executable ABM codes from an "Overview, Design concepts, and Details" (ODD) [11] description. [10] provides an evolvable approach to generate interpretable agent logic from scratch through program synthesis [12] and genetic programming [19], which endow users with transparency. Regarding the generation of agents’ decisions, [46] proposes a two-level deep multi-agent reinforcement learning framework for automatic design of taxation policy. [18] proposes a democratic AI capable of designing social mechanisms based on the majority preferences of humans through a human-in-the-loop reinforcement learning pipeline. These automatic generation methods often require extensive domain knowledge or long-term learning process based on massive data. Besides, some methods primarily focus on certain scenarios, lacking generality. Our approach overcome these limitations with the ability of LLMs in efficiently handling multi-domain generation tasks, which is acquired during the large-scale pre-training phase.

2.2 LLMs for Code generation

LLMs have achieved striking performance in a wide range of fields, including code generation tasks. Typically, these programming LLMs are developed by conducting self-supervised language modeling tasks on large unlabelled program language corpora followed by simple modifications and affordable fine-tuning. Specifically, three transformer architectures are widely developed: BERT [4], BARf, and GPT [33]. As for BERT, CodeBERT [6] is pre-trained on millions of program functions across six programming languages. GraphCodeBERT [13], ContraBERT [24] are improved models that concern the inherent structure of code and enhance the robustness of CodeBERT. In terms of BARf, PLBART [1] undergoes pretraining using a vast dataset comprising Java and Python functions along with their corresponding NL text, through denoising auto-encoding techniques. CommitBART [23] pre-trains BART using data collected from GitHub commits. Regarding GPT, CodeGPT [25] performs pre-training on Python and Java datasets sourced from
the CodeSearchNet [15]. CodeX [2] conducts fine-tuning of GPT-3, which automatically fixed 28.8% of programming problems in HumanEval datasets and is underlying technology behind GitHub Copilot [9]. These works have performed well on code snippet generation tasks. However, their efficacy tends to diminish in tasks like ABM programming that involve heterogeneous agents and intricate interaction patterns. To address this limitation, we augment LLMs’ in-context learning by incorporating logically coherent and semi-structured representations.

2.3 In-context Learning

LLMs are capable of in-context learning (ICL) to learn tasks and generate desired output given only a few demonstration examples [5]. ICL utilizes the analogy ability of the LLM and augments their task-specific working memory within the context, thereby influencing the likelihood of generating appropriate responses. Therefore, ICL can be applied during the inference procedure of a well-trained LLM, obviating the need for additional training. The organization of demonstrations within prompts, including their order and format significantly impacts ICL performance [26, 45]. Many prompting methods have been proposed. [14] and [47] adopt manual construction such as providing template-based prompts and few-shot prompting. [48] and [44] leverage LLMs for automatic prompt generation. The CoT approach introduces intermediate reasoning steps to guide LLMs in mastering complex reasoning [42]. CoT has been widely used and developed since it was proposed [32]. Some researchers employ multi-stage ICL for CoT prompting and design CoT demonstrations for each step [39, 47]. [28] and [35] introduce an optimizer or verifier to calibrate the generation result through iterative generation and optimization procedures. ICL has found applications in various domains, including visual tasks [14], language reasoning [32], and task planning [35]. However, there is limited research on utilizing ICL to guide LLMs to generate high quality ABMs.

3 SAGE

Architecture and Workflow SAGE divides the solution generation process into two stages, as shown in Figure 1. The initial stage, termed the “Modeling” stage, aims to generate an executable ABM to simulate a given problem scenario. During this stage, the LLM creates the ABM program based on the conceptual representation of the scenario provided by users. This semi-structured representation explicitly depicts the intricate interactions and dynamic events within ABMs through its structured components, facilitating analysis by LLMs. Besides, it enables users to describe scenarios using more expressive natural language. The generated ABM then undergoes automatic verification for both executability and integrity by the verifier-level1. The LLM iteratively rectifies the program based on the verification results until a correct ABM is obtained. Such verifier-assisted iteration compensates for the self-checking deficiencies in LLMs, avoiding execution errors and oversimplifications.

Subsequently, the process transitions to the “Solving” stage that focuses on generating effective solutions for given problems. In this stage, users specify the target problem and desired effects or constraints of the solution using objective representations. (Both conceptual and objective representations are concatenated with examples to form input prompts for ICL.) Then, verifier-level2 is designed to utilize LLMs to generate verification functions based on the objective representations. These functions are used to verify whether simulation results meet the specific objectives, which drives the optimization of solutions and compensates for the self-evaluation deficiencies in LLMs. Based on the verification results, verifier-level2 provides CoT instructions that guide LLMs in generating solutions step by step, which include relations extraction, cause analysis, and solution proposal. This CoT design guides LLMs in recognizing the holistic structure of the current ABM and subsequently formulating more specific solutions based on relevant elements, thereby mitigating the limitations of LLMs in deducing the complex interaction dynamics of ABMs solely from static simulation results. The generated solutions are integrated back into the existing ABM and undergo further iterative rectification using verifier-level1 until the ABM with new solutions is executable and comprehensive. This process continues iteratively between verifier-level1 and verifier-level2 until the desired objectives are met. It is worth noting that these two stages can be decoupled and independently utilized depending on research purposes, allowing flexibility in applications. The pseudocode outlining the “Modeling” stage and “Solving” stage can be found in Algorithm 1 and Algorithm 2.

3.1 “Modeling” Stage

ABM Conceptual Representation. ABM involves intricate elements such as agents, environments, and their interactions. These elements typically can be instantiated as object states, activities comprising conditions and algorithms for state updating, as well as the scheduling of these activities. However, translating these concepts into practical ABMs requires significant efforts and domain expertise, often proving to be abstract and daunting for non-programmers. To bridge this gap, we design a semi-structured, semi-natural language conceptual representation that serves as a user-friendly guide, allowing users to provide detailed scenario descriptions essential
for developing ABM models. Meanwhile, leveraging the power of few-shot prompting, LLMs can learn to transform and expand the information encapsulated in the conceptual representation into executable ABM programs.

Figure 2 illustrates a conceptual representation and a generated ABM program. According to the above ABM necessities, the representation consists of two structured components. The first component, "object definition", corresponds to the states and activities of agents and environment objects. The second component, known as "scheduling", corresponds to the execution sequence or trigger conditions of activities. In the object definition, "states" define the descriptive attributes of an object at a specific time step, while "activities" define the dynamic interactions involving the object. For instance, when defining a person in the scenario of epidemic transmission, the states may include "age", "infected", and "immune", while the activities may include "get_infected", "getimmune" and so on. The specific meanings of each state and activity are presented by natural language (NL). Guided by the few-shot prompt (shown in supplementary material), the LLM formalizes the NL descriptions and generalizes the omitted descriptions by utilizing its inherent knowledge and contextual information. In the current implementation, conceptual representations are presented in JSON format.

The simulation process of an ABM involves the flexible scheduling of different agents, each executing their internal functions in a specific order and under certain conditions. To simplify the description of the scheduling of the aforementioned object definition, we abstract and structure them as schedule primitives: \textit{Do(Object_name, Activity_name)} means that all instances of this object perform this activity in the default order; \textit{Random_Do(Object_name, Activity_name)} means that all instances of this object perform this activity in a random order; \textit{Conditional_Do(Object_name, Activity_name, conditions)} means that instances satisfying the conditions of this object perform this activity in the default order; \textit{Random_Conditional_Do(Object_name, Activity_name, conditions)} means that all instances satisfying the conditions of this object perform this activity in a random order. Figure 2 shows an example illustrating the corresponding ABM program with schedule primitives.

\textbf{Verifier-level1: Program correctness verification}. In light of the challenges posed by the lack of self-checking capabilities in LLMs, we devise an automatic ABM program verifier to identify defects in generated programs, ensuring their executability and integrity. These defects are then filled in a prompt template for LLM to further rectify the ABM program, enabling iterative rectification.
3.2 "Solving" Stage

Objective representation. Under the specific ABM generated by the "Modeling" stage, users may seek solutions or formulate policies addressing distinct problems, such as decreasing the spread rate of a virus in an epidemic model. We design an objective representation, which is also a semi-structured and semi-NL representation, to effectively convey these requirements. The representation comprises two parts: the description of the target problem (e.g. "decrease the spread rate of the virus") and the criteria for judgment. The judgment criteria encompass not only the intended outcomes of the solutions (e.g. "The spread rate of virus is reduced to below 0.1") but also any restrictions (e.g. "The ground truth, like spread distance, should not change"). The target problem is expressed in NL, providing a clear understanding of the specific issue at hand. On the other hand, the criteria typically involve variables that can be quantitatively or qualitatively compared within the described problem scenario. Each criterion is structured as \( \text{variable}_{\text{name}}, \text{variable}_{\text{example}}. \text{requirement} \), where \( \text{variable}_{\text{example}} \) specifies the data type of the variable, and \text{requirement} described in NL.

![Figure 3: The rectification prompts generated by verifier-level1 and the rectified ABM program.](image)

![Figure 4: Objective representation for desired solution effects and the generated verification program.](image)
verifying functions generated by the LLM are written in general-purpose programming languages, enhancing their versatility and comprehensiveness in comparison to combinatorial arrangements of pre-defined criteria implementation.

**Solution generation with CoT prompt.** Verifier-level2 utilizes the simulation results that fail to meet the evaluation criteria to generate a prompt for the next-stage LLM to enhance the ABM program. Because ABMs involve non-linear dynamics and complex spatiotemporal interactions, it is challenging for LLMs to determine how to modify a model to meet the criteria based solely on a static experimental result. The CoT prompt guides the model through a series of logically connected thinking steps, enabling coherent reasoning and logical thinking. Therefore, we apply the CoT prompt technique to enhance the solution generation of LLMs. Given that the individual state changes in an ABM are fundamentally driven by interactions with the current states of other individuals, our CoT is designed with three steps: relations extraction, which guides LLMs in extracting the operations within the ABM program that influence the evaluated variables; cause analysis, which guides LLMs in analyzing the extracted operations to identify the reasons for unsatisfied criteria; and solution proposal, which guides LLM in leveraging domain knowledge to propose solutions based on the identified causes. Figure 5 illustrates an example on seeking solutions of “decrease spread rate of virus”. Following the guidance of the CoT, the LLM first extracts the relevant functions and variables that impact the spread rate, such as variables “spread_distance” and the function “spread”. Then, the LLM provides an analysis of the reasons, e.g., lack of constraints or checks contributes to the uncontrolled spread of the virus. Lastly, the LLM proposes two solutions: “enforce quarantine” and “promote vaccination” accompanied by instructions on how to implement them within the original ABM.

**4 DATASET AND EVALUATION**

**4.1 Solution-oriented ABMs Dataset**

While several code datasets are available for training or testing LLMs’ programming abilities, the majority of them typically consist of isolated code snippets without sufficient contextual information or background knowledge. In particular, there is a lack of evaluation datasets tailored to the generation of ABMs for problem-solving assistance. In this work, we introduce a solution-oriented ABMs dataset aimed at evaluating the utility and effectiveness of the generated ABMs in problem-solving scenarios. This will also promote research and advancements in the fields of natural language processing and programming.

The evaluation dataset is primarily divided into two sub-datasets. The first is the “scenario-model” dataset, which mainly evaluates the language model's ability to generate corresponding ABM programs.
Algorithm 2: Scenario-specific solution generation in “Solving” stage

**Input**: objective representation \( O \), original executable ABM \( A \), max number of iterations \( i \);  
**Output**: ABM program \( A \), solutions;  
\( R = \text{Simulator}(A) \) # real results;  
\( PV = \text{Prompt_gen_Veri}(O) \);  
Veri_func = LLM_generator(\( PV \));  
satisfying_flag = Verifier_level2(Veri_func, \( R \));  

while satisfying_flag=False and \( i > 0 \) do  
\( PC = \text{Prompt_CoT}(R, O, A) \);  
relations, reasons, solutions = LLM_generator(\( PC \));  
\( A = \text{LLM_generator}(PM) \);  
\( i = i-1 \);  
defects = Verifier_level1(\( A \));  
while len(defects) > 0 do  
\( PD = \text{Prompt_defects}(A, defects) \);  
\( A = \text{LLM_generator}(PD) \);  
defects = Verifier_level1(\( A \));  
end  
satisfying_flag = Verifier_level2(Veri_func, \( R \));  
if \( i == 0 \) then  
\| break;  
end  
end

Based on the given scenario descriptions. It contains 50 samples, each consisting of a natural language-based scenario description, a conceptual representation-based scenario description as a task, and an executable ABM that programs the scenario from the task description as a ground truth answer. The second part is the “problem-solution” dataset, which primarily assesses the LLMs’ capability to propose solutions based on the given ABM for specific problems. This sub-dataset comprises 30 samples, each consisting of a problem description and an executable original ABM as a task, and an executable ABM that comprises the proposed solutions as a ground truth solution answer. This sub-dataset contains strict criteria (criteria-defined samples) while others without criteria are open-ended samples. The dataset spans various domains as shown in Table 1 and is primarily sourced from open-source projects on GitHub. Descriptions of the scenarios and problems are derived from project introductions and comments within the code, which are subsequently supplemented and standardized through manual efforts. The code segments in the dataset are extracted from the code of corresponding projects, meticulously organized and refined.

4.2 “Modeling” Evaluation

To evaluate the practical applicability of SAGE in modeling, we conduct experiments using the “scenario-model” sub-dataset. Four state-of-the-art LLMs: GPT-3.5-Turbo, Code-Llama-34b, Claude-instant, and GPT-4 are chosen as the generative models. These LLMs generate ABMs according to different scenario descriptions from the dataset under two conditions: one involving the generation process with SAGE, and the other without SAGE (No-SAGE). Specifically, no-SAGE process refers to LLMs generating ABMs and solutions solely based on natural language descriptions without using SAGE’s semi-structured representation or two-level verification optimization. The generated ABMs are then compared against their corresponding ground truth models to evaluate the generation quality. To ensure fairness, given SAGE’s iterative nature in the generation process, each sample undergoes 10 times of modeling in the No-SAGE condition. The best of these results is then used for subsequent comparisons. The “10” is same with the maximum number of iterations set in the SAGE-involved experiments.

Evaluation metrics Two metrics are employed to evaluate the quality of the generated ABMs. The first metric involves measuring the similarity between the generated model and the ground truth answer using CodeBLEU[2], which weights the average of the lexical, abstract syntax tree (AST), and data flow match between the generated code and the ground truth. We reduce the weight given to lexical match and improve the weight given to AST and dataflow match during the evaluation, since the sequence of object definitions does not impact the ultimate simulation outcomes. The second metric evaluates whether the generated ABMs are executable and elaborate, which is conducted by the verifier-level1 of SAGE.

Evaluation results The first two columns of Table 2 indicate that ABMs produced using SAGE with LLMs consistently yield
higher scores (four LLMs’ average improvement of 18.7%) compared to those generated by No-SAGE, when applying CodeBLEU for assessment. From the perspective of the executability and integrity of the generated ABMs, the last four columns of Table 2 present the ratios of the generated ABMs that exhibit these qualities among all answers. These data underscore SAGE’s remarkable efficacy in facilitating error correction and content enrichment of ABMs, as evident across all four LLMs. Figure 6 illustrates the number of iterations required for different LLMs to generate an executable and elaborate ABM when utilizing SAGE (Generation failed samples are also included in the category of 10 or more iterations). The results show that with the incorporation of SAGE, over 70% of the samples can be resolved within six iterations or fewer.

4.3 "Solving" Evaluation

In the "Solving" evaluation experiments, we employ the "problem-solution" dataset as the testing set and utilize two general-purpose LLMs, GPT-3.5-Turbo and GPT-4, as the solution generation models. The impact of SAGE on the successful resolution of the problem is assessed by comparing the success rates of problem resolution between the scenarios with and without the use of SAGE. Similar to the "modeling" evaluation experiments, each sample undergoes 5 times of "solving process" in the No-SAGE condition, and the best solution-oriented ABM is chosen. Besides, to assess the relative importance of different verification levels in the "solving" process, we analyze the failure reasons in all unsuccessful cases.

Evaluation metrics In addition to assessing the executability of the generated solutions, for samples with pre-defined criteria, we determine the success of problem resolution based on whether the simulation results meet the evaluation criteria. For samples without specific criteria, which are named as open-ended problems, we manually evaluate solutions’ practical significance, which primarily consist of two standards. Firstly, from the perspective of object definitions, we examine whether there are meaningful additions or deletions of states and activities of objects, rather than simple modifications to the parameters involved in the existing ABMs. Secondly, from the perspective of scheduling, we assess whether the added or deleted states or activities truly affect the simulation process, in other words, whether they are invoked during the execution process. The solutions of one sample is confirmed only when all of these standards are simultaneously fulfilled.

Evaluation results The evaluation results (Table 3) indicate the problem-solving rates. It is evident that when comparing problem solving rates with and without SAGE involvement, there is a noticeable enhancement in problem-solving efficiency under the SAGE involvement for both criteria-defined samples and open-ended samples (average improvement of 38.1%). The verifier-level 1 proves effective in preventing execution errors, while the verifier-level 2 facilitates the generated solutions meet the pre-defined criteria and content standards. Figure 7 shows that both types of above defects cannot be overlooked. Therefore, in order to guarantee the generation of executable and effective solutions, both levels of verifiers are indispensable.

5 CONCLUSIONS

In this paper, we propose a solution-oriented ABM generation framework: SAGE. SAGE utilizes the powerful abilities of LLMs, including in-context learning, natural language understanding, compositional generalization, and domain-knowledge retrieval. This enables the development of a two-stage, iterative procedure for automatic agent-based modeling and solution generation. Our results demonstrate a significant improvement in generation performance compared to traditional No-SAGE approaches. Notably, SAGE achieves this without requiring the extensive training process of LLM and a large amount of data. Thus, SAGE has the ability to significantly reduce the barriers to creating ABMs and utilizing them for problem-solving, enhancing the productivity of complex system research.
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