Efficient Collaboration with Unknown Agents: Ignoring Similar Agents without Checking Similarity
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ABSTRACT

Ad hoc teamwork (AHT) is concerned with developing an AI agent capable of collaborating with previously unseen partners. As we consider a setting where the AI agent is provided with a hypothesis set of partners’ policies. Several online algorithms that take the hypothesis set as input can be applied to solve the AHT problem. One way to speed up these online learning algorithms is to eliminate the redundant policies, i.e., partner models sharing the same collaborating policy, from the hypothesis set. Nevertheless, we show whether this elimination should be applied depends on the learning algorithm used by the AI agent. Specifically, we identify a property of a learning algorithm: redundancy-aware. When the learning algorithm is redundancy-aware, redundancy elimination is unnecessary. In other words, redundancy-aware algorithms can ignore similar agents in the hypothesis set. We demonstrate through an example that an online algorithm with redundancy-aware property exists when the hypothesis set contains the true partner policy. We test our approach on a team Markov game of two players. Comparative numerical analyses reveal that the redundancy-aware algorithm outperforms other standard no-regret learning algorithms including upper confidence bound (UCB), Q-learning with UCB exploration, and the optimistic posterior sampling algorithm when the set of partner policies contains many redundant policies.
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1 INTRODUCTION

Interaction with unknown agents is a vital capability of an AI agent. For example, autonomous vehicles must interpret and react to the movements of other vehicles on the road, all of which are unknown entities with potentially varying driving patterns. Without knowing the exact policy adopted by the partner, the AI agent cannot determine the environment in which it operates. Furthermore, the AI agent cannot assume that all partners take an optimal policy, especially when collaborating with human agents.

Ad hoc teamwork (AHT) [1, 6, 7] is the problem of developing an AI agent capable of collaborating with previously unseen partners, i.e., agents without prior coordination with the AI agent such as shared tasks, communication protocols, and joint training.

The AHT problem considered in this paper is a team Markov game involving two players: an AI agent under our control and a partner with an uncontrolled policy. The potential partner’s policy belongs to an unknown set $H^*$. The AI agent starts with a hypothesis set $H$ that approximates $H^*$. An online learning algorithm takes $H$ as the input and generates a series of policies for the AI agent during episodic interactions with the unknown partner. The online algorithm solves the AHT problem if its regret is sublinear.

A method to speed up the online learning is to reduce the size of $H$ while maintaining as many distinct partners, characterized by partner types. This method is called redundancy elimination. In this work, we show the existence of an online algorithm whose sample complexity only depends on the number of partner types instead of the number of partner policies. Thus, with this algorithm, redundancy elimination is unnecessary. To be more clear, we call online algorithms with such a property redundancy-aware algorithms. To show the existence of redundancy-aware algorithms, we take a specific algorithm called the Maximize to Explore (MEX) developed in [5] as an example. We show that the MEX algorithm is redundancy-aware both in theory and in practice. Therefore, there is no need to eliminate every redundant policy in $H$, because the sample complexity only depends on the number of partner types.

2 METHOD

We take a two-player team Markov game as the collaboration environment. Player 1 is the AI agent we wish to train, and player 2 is the partner.

2.1 Ad Hoc Teamwork as Team Markov Game

A two-player team Markov game is defined as $(2, S, A, P, H, K, r, γ)$, where $S$ is the joint state space and $A$ is the action space for both players. In this paper, we only consider the tabular setting, i.e.,
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The goal of the ad hoc teamwork (AHT) problem is defined as: \( \gamma : S \times A \times A \rightarrow \Delta(S), \) where \( \Delta(S) \) is the probability distribution over \( S \) and \( \Delta([0,1]) \) is the probability distribution over \([0,1]\). We also define the model \( M: S \times A \times A \rightarrow \Delta(S \times [0,1]) \) as:

\[
M(s', r | s, a, b) \triangleq \mathbb{P}(s' | s, a, b) \cdot r(R | s, a, b).
\]

The time horizon and the total number of episodes are denoted by \( H \) and \( K \), respectively. The game is discounted by a discount factor \( 0 < \gamma \leq 1 \). The term \( s^k_h \) denotes the joint state of episode \( k \) at time \( h \). We use \( a^k_h \) and \( b^k_h \) to denote the actions of episode \( k \) at time \( h \) for player 1 and player 2, respectively. The immediate reward of episode \( k \) at time \( h \) is denoted as \( \mathbb{P}(s, a, b) \). The initial state is fixed for all episodes and denoted as \( s_0 \), i.e., \( s^k_0 = s_0 \) for all \( k \). The policy of player 1 is denoted as \( \mu \) and defined as \( \mu : S \times [H] \rightarrow \Delta(A) \), where \( [H] = \{0,1,\ldots,H-1\} \). The policy of player 2 is denoted as \( \pi \) and defined as \( \pi : S \times [H] \rightarrow \Delta(A) \). The set of all policies available to player 1 is denoted by \( \mathcal{U} \) and the set of all policies available to player 2 is denoted by \( \Pi \). Now, we define the cumulative reward given policies \( (\mu, \pi) \) as

\[
V(\mu, \pi) = \sum_{h=0}^{H-1} \mathbb{E}_{s_0 \sim \pi(0,s_0), b_0 \sim \pi(0,b_0)}[r(s_0, a_0, b_0)]
\]

We denote the set of potential partner policies as \( \mathcal{H}_* \), which is a subset of \( \Pi \). The AI agent collaborates across \( K \) episodes with a fixed yet unknown policy \( \pi^* \) from \( \mathcal{H}_* \). However, the AI agent does not know \( \mathcal{H}_* \) exactly. Instead, an online learning algorithm that solves the AHT problem is provided with a prior hypothesis set \( \mathcal{H} \) that approximates \( \mathcal{H}_* \). The algorithm that takes \( \mathcal{H} \) as input is denoted as \( \text{Alg} \). The algorithm produces a series of AI agent policies \( \{\mu^k\}_{k \in [K]} \), i.e., \( \mu^k \in \Pi \sim \text{Alg}(K, \mathcal{H}) \). We also use the term \( V^*(\pi) \) to represent the optimal collaboration reward if the true policy is \( \pi \), i.e., \( V^*(\pi) = \max_{\mu \in \mathcal{U}} V(\mu, \pi) \). The regret function for an algorithm \( \text{Alg} \) is defined as

\[
\text{Reg}_{\text{Alg}}(K, \mathcal{H}, \pi^*) = \sum_{k \in [K]} [V^*(\pi^*) - V(\mu^k, \pi^*)].
\]

Theorem 2.6. \textbf{The Maximize to Explore (MEX) algorithm developed in [5] is redundancy-aware.}

The above theorem shows the existence of a redundancy-aware algorithm.

3 EXPERIMENT

We benchmarked the MEX algorithm against several other algorithms, including the Upper Confidence Bound algorithm [4], Q-learning with UCB exploration [2, 3], and the optimistic posterior sampling algorithm [9]. Building on the approach in [8], we generated different types of partner policies to form a hypothesis set. The true partner policy was chosen from the hypothesis set. Our findings suggest that the MEX algorithm outperforms these algorithms on a large hypothesis set with a small type number. This demonstrates that the MEX algorithm is redundancy-aware.

4 CONCLUSION

We present the existence of a redundancy-aware algorithm, i.e., the sample complexity of this algorithm depends only on the number of types in the hypothesis set instead of the number of policies. Thus, eliminating the same type of policies from the hypothesis set is unnecessary if the learning algorithm is redundancy-aware.
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