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ABSTRACT
Coalition Structure Generation (CSG) involves dividing agents into coalitions in such a way as to coordinate them into solving problems together efficiently. In this paper, we revisit the CSG problem and propose a new search method that introduces an offline phase to speed up the search process, where the best coalition sets to search are preprocessed. These sets are calculated only once regardless of the coalition values and can be reused each time a CSG instance is to be solved. Then our search in the online phase combines dynamic programming with integer partition-based search in a novel way.
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1 PROBLEM FORMULATION
The design of algorithms for CSG has been an active research topic in AI since the 1990s [1–13]. This paper presents an exact algorithm for the CSG problem that outperforms the fastest state-of-the-art algorithms. While ODP-IP [4] and BOSS [3], which combine IDP [5] and IP [7], are very efficient for many value distributions, there are instances where they fail to produce the exact results within a reasonable time. A CSG problem defined on a set of $n$ agents $A = \{a_1, a_2, \ldots, a_n\}$ is a problem of size $n$. A coalition $C$ is any non-empty subset of $A$. In CSG, a characteristic function $\nu$ assigns a real value to each coalition. This value determines the efficiency of the coalition. A coalition structure $CS$ is a partition of the set of agents $A$ into disjoint coalitions. Formally, given a set of non-empty coalitions $\{C_1, C_2, \ldots, C_k\}$, $CS = \{C_1, C_2, \ldots, C_k\}$, where $k = |CS|$ and $CS$ satisfies the following constraints: $\bigcup_{i=1}^{k} C_i = A$ and for all $i, j \in \{1, 2, \ldots, k\}$ where $i \neq j$, $C_i \cap C_j = \emptyset$. The value of $CS$ is assessed as: $\nu(CS) = \sum_{C \in CS} \nu(C)$. The goal in CSG is to find the optimal solution $CS^* = \arg \max_{C \in CS} \nu(C)$. The Integer Partition (IP) graph [7] (see Figure 1) divides the solutions into subspaces that are represented by integer partitions of $n$.

2 THE CESAR ALGORITHM
Our method is a hybrid solution that combines dynamic programming and integer partition based techniques. It consists of an offline preprocessing phase and an online search phase.

The offline phase computes the best set of coalition sizes that determine the coalitions to evaluate in the online phase, regardless of their values, to speed up the search in the IP graph (see Figure 1). The offline phase is performed once for each CSG problem size irrespective of the online phase. The principle of the offline phase is to choose certain coalition sizes to evaluate, which can be illustrated on the IP graph as follows. For example with ten agents, dividing a coalition of size 2 into two coalitions of size 1, when searching for the solutions (i.e. in the online phase), corresponds to an upward movement in this graph from the node $[2, 8]$ to the node $[1, 1, 8]$ or from $[1, 1, 2, 6]$ to $[1, 1, 1, 6]$, etc. By choosing to split in this graph a subset of integers starting from the bottom node, a subset of nodes in the IP graph become reachable from the bottom node. From this, we observe that to search at least a certain percentage of the solution subspaces, several sets of coalition sizes could be considered to reach that percentage, with a different runtime for each set of sizes due to the different cost of the explored sizes. To do this, we propose
Figure 1: A ten-agent example of the integer partition graph. (a) SDP evaluates the coalitions of size \( s \in BS_1 = \{2, 4, 6, 10\} \). The blue edges represent the splittings of coalitions of size \( s \in BS_1 \). The red edges represent the skipping of coalitions of size \( s \in \{3, 5, 7, 8, 9\} \). After finishing the evaluation process, SDP will have fully searched, with the set \( BS_1 \), all the subspaces, except the red ones, which are not connected to the bottom node through a series of blue edges. (b) SIP evaluates the subspaces starting with the most promising ones and prunes out those that have no chance of improving the solution. When SDP finishes evaluating the coalitions of size 2, all the green nodes are searched, meaning that SIP does not need to search them. When SDP finishes evaluating the coalitions of size 4, all the blue nodes along with the green ones are now searched and SIP does not need to search them either. Finally, when SDP finishes evaluating the coalitions of size 6, all the nodes of the graph are searched, except the red nodes, meaning that SIP no longer needs to search the nodes already searched by SDP. The remaining red nodes are searched by either SIP or SDP when considering the set \( BS_2 = \{2, 3, 4, 5, 6, 10\} \) in parallel.

and use the Size Extraction Algorithm (SEA). First, SEA starts by computing the time required to evaluate the coalitions of each size. Then, SEA computes the best coalition size set that searches at least 70% of the solution subspaces with minimum runtime. The 70% is a hyperparameter that we optimized. The remaining 30% are searched with a second technique that we detail in the online phase. SEA yields the best size set by evaluating all possible size sets and selecting the best one. For example, with 10 agents, SEA returns \( BS_1 = \{2, 4, 6, 10\} \) that searches 39 subspaces out of 42.

The online phase computes the optimal solution using the CESAR (Coalition-size Extraction and Subspace seArch Redesign) algorithm, which combines a Size-based Dynamic Programming algorithm (SDP) with a Size-based Integer-Partition algorithm (SIP).

SDP consists of two parts that run in parallel to increase performance and optimality. Each part of SDP evaluates the different ways of splitting a set of coalitions. The first part evaluates all the coalitions whose sizes belong to the best coalition size set obtained from the offline phase. The second part of SDP evaluates all the coalitions of size \( s \in BS_2 = \{2, \ldots, \left\lceil \frac{n}{2} \right\rceil, n\} \) to guarantee searching all the solution subspaces. [5] proved that evaluating the set of coalitions of size 2 to \( \left\lceil \frac{n}{2} \right\rceil \) for a problem of size \( n \) is sufficient to guarantee finding the exact result. SDP computes the optimal coalition structure by evaluating all possible ways of splitting each coalition \( C \) of a selected size into two coalitions and checks whether it is beneficial to split \( C \) or not. For each coalition, the splitting that generates its optimal value along with this value are stored in two tables, the partition table \( P_t \) and the value table \( V_t \), respectively. This allows the algorithm to compute the optimal coalition structure, once it has finished evaluating all selected coalitions, in a recursive manner starting with the grand coalition. The splitting operations of SDP can be visualized in the IP graph as upward movements through edges. Figure 1a details the SDP algorithm.

SIP is based on the IP graph and considers each node as a subspace of solutions. This makes it possible to compute the upper bounds on the quality of the best solution in each subspace. By comparing the bounds of the subspaces, SIP explores the most promising ones. SIP progressively improves the solutions by exploring the solutions of the subspaces and eliminating the subspaces that do not have a better upper bound than the last best solution found.

The search in SIP is combined with SDP. When SDP finishes evaluating all the coalitions of size \( x \), a certain number of subspaces become reachable from the bottom node. Hence, they are fully searched by SDP, which finds the optimal coalition structure among them. This means that SIP does not need to search them anymore, thereby pruning them out. Figure 1b details the CESAR algorithm.

3 EMPIRICAL EVALUATION

We evaluated the performance of our algorithm on several value distributions given different numbers of agents (20 to 27). Figure 2 shows the performance of CESAR compared to ODP-IP and BOSS. All the codes are written in Java. We see that for all distributions, CESAR performs better than ODP-IP and BOSS. For example, for the Normal distribution with 30 agents, there is a difference of 15 minutes between CESAR and ODP-IP and a difference of 17 minutes with BOSS. The percentage of improvement of CESAR compared to ODP-IP and BOSS is 26% and 28%, respectively. Moreover, we tested the algorithms on a total of 15 value distributions and observed that CESAR is always faster than ODP-IP.
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