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ABSTRACT

Federated learning (FL) is deeply troubled by non-independent and identically distributed (non-IID) data, leading to suboptimal training results. Clustered FL partitions clients’ unique data into different clusters to reduce the heterogeneity among clients. Current approaches are unable to eliminate the impact of data heterogeneity and provide personalized models to client devices. By assuming the clients’ data can be divided into different data distributions, we propose a novel fuzzy clustered FL method. We partition the client’s data and generate a personalized model for each client. The experiments demonstrated that our method achieved excellent results. In the case of N clusters, our method achieved a communication cost reduction of 1/N compared to the SOTA methods, while improving performance by 10.4% on CIFAR-10.
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1 INTRODUCTION

FL [2] allows multiple parties to collaboratively train models without sharing private data, thus avoiding the potential harm to privacy caused by data sharing. Due to the highly decentralized system architecture, data between different clients may be non-IID, such as different data sizes and class distributions. This poses significant challenges to FL, such as overfitting or bias issues.

Clustered FL [3, 7] assumes that different client data may share the same data distribution, which means that clients can be divided into different clusters. Each cluster obtains a cluster model with better performance on it’s data distribution. By employing hierarchical partitioning, clustered FL groups clients with the same data distribution into the same cluster.

But real-world clients are unlikely to have exactly the same data distribution. More commonly, client’s data comes from multiple distributions [4], so each client’s data distribution can be regarded as a mixture of multiple distinguishable distributions. This setting allows us to perform a more fine-grained analysis of the data. We propose a fuzzy clustered FL method, where client’s data is split across multiple clusters. By using this fuzzy cluster approach, we can more accurately aggregate similar data together, rather than directly classifying all user data into one cluster, and each client will receive a personalized local model related to its data distribution. Through iterative clustering and model updates, knowledge sharing is indirectly achieved between different cluster distributions.

By relaxing the assumption of non-IID, we propose a fuzzy clustered FL method which is more applicable to real-world scenarios. It introduces less overhead and has higher communication efficiency. In multiple non-IID datasets, our method can identify natural clusters and accurately partition clients’ data into different clusters, effectively reducing the impact of data heterogeneity. Without hyperparameter tuning, our method customizes for specific distributions within clusters, achieving better accuracy and generalization capabilities, and generates personalized local models for clients.

2 FUZZY CLUSTERED FEDERATED LEARNING

Due to the non-shared nature of data in FL, the cluster membership is an unknown parameter. We introduce contrastive learning [1] for clustering. We use a contrastive projection head (CPH) g(·). The output $z^g$ is the soft labels belonging to each cluster, the value of the i-th dimension can be interpreted as the probability that the vector belongs to the i-th cluster. Then a positive pair generated by data augmentation is used to calculate the cluster contrastive loss $\ell_{clu}$ for unsupervised learning. To decrease the cosine distance between $(z^a_i)$ and $(z^b_i)$, we define cluster contrastive loss as follows, where $\tau$ denotes a temperature parameter:

$$
\ell_{clu} = -\log \frac{\exp(s(z^a_i, z^b_i))/\tau}{\sum_{j=1}^{N} \left[ \frac{\exp(s(z^a_i, z^b_j))/\tau + \exp(s(z^a_j, z^b_j))/\tau}{\tau} \right]} (1)
$$
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Table 1: Average client accuracy, cluster model’s accuracy and MSE of membership.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CIFAR-10 (7:3)</th>
<th>CIFAR-10 (9:1)</th>
<th>CIFAR-100</th>
<th>EMNIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>Cluster 1</td>
<td>Cluster 2</td>
<td>Client</td>
<td>MSE</td>
</tr>
<tr>
<td>FedAvg</td>
<td>0.866</td>
<td>0.671</td>
<td>0.709</td>
<td>-</td>
</tr>
<tr>
<td>FedSoft</td>
<td>0.849</td>
<td>0.656</td>
<td>0.683</td>
<td>0.181</td>
</tr>
<tr>
<td>FedEM</td>
<td>0.656</td>
<td>0.481</td>
<td>0.576</td>
<td>0.072</td>
</tr>
<tr>
<td>Our</td>
<td>0.896</td>
<td>0.740</td>
<td>0.754</td>
<td>0.013</td>
</tr>
</tbody>
</table>

Table 2: Results of ablation experiments

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CIFAR-10 (7:3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>Cluster 1</td>
</tr>
<tr>
<td>FedAvg</td>
<td>0.866</td>
</tr>
<tr>
<td>FedAvg +celu</td>
<td>0.871</td>
</tr>
<tr>
<td>FedAvg +clusteredFL</td>
<td>0.879</td>
</tr>
<tr>
<td>our</td>
<td>0.896</td>
</tr>
</tbody>
</table>

Two ablation studies are carried out to further understand the effect of cluster contrastive loss and the effect of fuzzy clustered FL. Firstly, we added cluster contrastive loss $\ell_{celu}$ to the local loss function of FedAvg. Secondly, we assumed that FedAvg would also generate two cluster models, and the cluster membership is known by the server. This enables us to use the same clustered FL approach on FedAvg. By aggregating the models based and generating local personalized models on the membership, we can perform better clustered FL on FedAvg.

3 EXPERIMENTS

Our approach is built upon a discussion of the specific form of non-IID data. In clustered FL, data is assumed to have certain partition relationships. We believe that a more fitting scenario, taking the CIFAR-10 dataset as an example, is that some clients have more pictures of transportation vehicles while others have more pictures of animals. Through this natural partition relationship, we can learn cluster allocation in an unsupervised manner. Our algorithm is evaluated on three public and wide-used datasets: CIFAR-10, EMNIST, and CIFAR-100. We use FedAvg [5], FedSoft [6], and FedEM [4] as baselines. For clustered FL, we compare the mean squared error between the cluster membership probabilities and the actual data distribution. As shown in Table 1, our method achieves better results than FedAvg and other clustered FL methods. The results show that our method achieves higher accuracy both globally and locally. At the same time, compared with the existing clustered FL methods, our clustering results are more accurate.

4 CONCLUSION

We proposed a new method for fuzzy clustered federated learning. In a more realistic non-IID environment, our method effectively overcomes the heterogeneity of data. It allows participating users to train personalized models while achieving excellent cluster models on a specific category of data through global training. Compared to existing clustering federated learning methods and other approaches to address heterogeneous data, our method outperforms in both global and client-side performance. Additionally, under the premise of not sharing federated learning data, our method only slightly increases the local workload while almost not changing the communication volume. Our method only adds a lightweight clustering module, which can easily integrate with existing federated learning frameworks and provides good scalability.
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