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ABSTRACT
Anomaly detection (AD) holds substantial practical value, and considering the limited labeled data, the semi-supervised anomaly detection technique has garnered increasing attention. We find that previous methods suffer from insufficient exploitation of labeled data and under-exploitation of unlabeled data. To tackle the above problem, we aim to search for possible anomalies in unlabeled data and use the searched anomalies to enhance performance. We innovatively model this search process as a Markov decision process and utilize a reinforcement learning algorithm to solve it. Our method, Deep Anomaly Detection and Search (DADS), integrates the exploration of unlabeled data and the exploitation of labeled data into one framework. Experimentally, we compare DADS with several state-of-the-art methods in widely used benchmarks, and the results show that DADS can efficiently search anomalies from unlabeled data and learn from them, thus achieving good performance.

Code: https://github.com/LAMDA-RL/DADS
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1 INTRODUCTION
Anomaly detection (AD) [4] is a classical data mining task which aims at detecting data instances that significantly deviate from the majority. Nowadays, with the rapid development of information technology, there is an increasing demand for identifying abnormal data, and as such AD is playing a more and more important role in domains like cybersecurity, healthcare, and finance [7, 18, 29]. In this work, we focus on a specific type of AD, namely tabular semi-supervised AD, where the training dataset is composed of a small labeled dataset and a large unlabeled dataset. We think this kind of task is of great importance in real application scenarios since labeled data is more difficult to obtain than unlabeled data due to privacy, security, and other problems [30].

In classical semi-supervised AD tasks, both training and testing sets share the same distribution, which means labeled anomalies in the training set contain all classes of anomalies in the testing set. However, in real-world scenarios, it is common for incoming new data to include unknown anomalies in previously unseen distributions, necessitating the AD method to have enhanced capability in mining the unlabeled dataset to discover unknown anomaly classes for making accurate judgments.

We highlight several challenges that need to be addressed in the tabular semi-supervised AD domain:

- **Robust to contaminated unlabeled data**: Datasets from the real world often contain contaminated unlabeled data, however, state-of-the-art semi-supervised AD methods suffer robustness issues with large contamination ratio [23, 27].
- **Utilize known anomalies to detect unknown anomalies**: Anomalies from real-word datasets are sometimes diversified [20] and incoming new data may include unknown anomalies [26]. Semi-supervised AD methods need to leverage known anomalies to explore contaminated unlabeled data efficiently to find potential unknown anomalies.
- **Exploration-exploitation dilemma**: Anomalies are very rare in real-world datasets. On top of exploring unlabeled data, semi-supervised AD methods also need to exploit labeled known anomalies effectively.
To address the above challenges, especially the problem of exploration-exploitation dilemma, reinforcement learning is a good alternative. Reinforcement learning (RL) \[13\] is a machine learning paradigm in which an agent learns an optimal policy through interacting with the environment. Since its birth, RL has attracted lots of attention and shown its effectiveness in many tasks. Deep RL (DRL) \[1\] takes a step further, which combines RL with deep learning \[14\] and achieves prominent performance in many fields such as games and automatic driving \[17, 24, 25\].

However, there is still little research on the application of RL to AD. A recently proposed RL-based AD method called DPLAN \[20\] uses an RL setting to explore unlabeled samples based on labeled anomalies. Experiments of DPLAN show that it is a successful trial of applying RL to the AD domain. However, through reproduction we find that DPLAN faces problems like overfitting and weak robustness to the contamination of unlabeled datasets.

Regardless of the disadvantages of DPLAN, we still believe that RL will become a powerful tool for AD with a carefully designed environment. In view of weak robustness to contamination, we propose that we can search for possible anomalies from unlabeled data with the help of labeled anomalies. The search mechanism can not only clean unlabeled data (distinguish anomalies from normal data) but also use searched anomalies to improve performance, thus making contamination no longer a problem. To implement the aforementioned search mechanism, we propose a more suitable Markov Decision Process (MDP) formalization. By modeling it as a sequential decision-making problem, the agent can learn to search for anomalies and then utilize them in the subsequent training process, which is unattainable through by the one-shot decision-making of bandit-like problem.

The main contributions of this work can be summarized as improvements in scenarios where the testing set contains unknown anomaly classes. With the help of RL, DADS integrates the search and refinement of unlabeled datasets into one model. Thus, the issues of contamination and unknown anomaly search existing in most AD methods are well solved, and our method achieves significantly better performance compared with several frequently-used semi-supervised AD methods.

## 2 Background and Related Works

In this section, we first introduce the basic of reinforcement learning (RL) and anomaly detection (AD), then present some classical or latest semi-supervised tabular AD methods.

### 2.1 Reinforcement Learning

In RL, the agent is required to interact with the environment to deal with a sequential decision-making problem. At each time step $t$, the agent senses the state $s_t$ from the environment and then selects an action $a_t$ according to policy $\pi(a|s)$, given the state $s = s_t$. The action is passed to the environment and executed, which causes a transition to a new state $s_{t+1}$ and a scalar reward $r_t$. The interaction continues until the task terminates. The objective of RL is to train such an agent to maximize the expected discounted cumulative reward $E[\sum_{t} r_t]$, where $\gamma \in (0, 1)$ is the discount factor.

The standard RL can be formalized as a Markov decision process (MDP). It can be defined as a 4-tuple $(S, A, R, P)$, where $S$ denotes state space; $A$ denotes action space; $R$ denotes reward function $S \times A \rightarrow \mathbb{R}$, $R(s, a) = E[r_t|s_t = s, a_t = a]$; and $P$ denotes transition function $S \times A \times S \rightarrow [0, 1]$, $P(s, a, s') = P(s_{t+1} = s'|s_t = s, a_t = a)$. The whole process can be expressed as a trajectory: $\tau = (s_0, a_0, s_1, a_1, \ldots, s_T)$. The optimization decision problem can be formalized as:

$$\max_\pi J(\pi) = E_{\tau \sim \pi}(\tau)[r(\tau)],$$

where $r(\tau) = \sum_t r_t$ is the sum of discounted reward, $p_\pi(\tau) = p(s_0) \prod_{t=1}^{T} \pi(a_{t-1}|s_{t-1})p(s_t|s_{t-1}, a_{t-1})$ is the distribution of trajectories.

Traditional RL algorithms can be divided into two categories, model-based \([11, 16]\) and model-free \([3]\). In this paper we use a model-free RL algorithm SAC \([10]\) as the baseline method. SAC adds an extra entropy term to RL’s original target, and thus its objective function becomes:

$$J(\pi) = \sum_{t=0}^{T} E_{(s_t, a_t) \sim \tau}(r_t(s_t, a_t) + \alpha H(\pi(\cdot | s_t))),$$

where $\pi$ is represented as a policy network, $(s_t, a_t)$ is a state-action pair within trajectory $\tau$ generated by policy $\pi$, $H(\pi(\cdot | s_t))$ is the entropy term which evaluates the uncertainty of policy $\pi$, and $\alpha > 0$ is a coefficient, by default $\alpha = 1$.

### 2.2 Semi-supervised Tabular Anomaly Detection

In this paper, we focus on semi-supervised tabular AD problems, where both unlabeled samples and a small portion of the labeled anomalies and labeled normal samples are available during training \([22]\). Generally, semi-supervised AD methods can be classified into supervised-based and unsupervised-based categories \([9]\).

On top of the supervised learning paradigm, supervised-based semi-supervised AD methods add a bias term to describe the data characterization based on some assumptions. DevNet \([19]\) optimizes the deviation loss, which requires the anomaly scores of normal data to follow a prior distribution, while the anomaly scores of anomalies to be far away from that distribution. The mentioned DPLAN is also supervised-based, since its reward function implies the cluster assumption \([6]\). A drawback of this kind of methods is that their performance relies heavily on the consistency between the distribution of datasets and the assumptions.

On the other hand, unsupervised-based semi-supervised AD methods extend the unsupervised AD methods by exploiting labeled data as a regularization term in the loss function. SSAD \([9]\) and DeepSAD \([23]\) are representatives of this category, both of them tries to map the data into a hypersphere while treating anomalies as an additional regularization term, requiring them to be distant from the sphere’s center. DIAD \([5]\) extends the explainable GA^M model to the AD method with the Partial IDentification (PID) objective \([8]\), and a differentiable AUC loss is added to incorporate labeled data. A recent work \([12]\) proposes overlap loss, which aims at minimizing the overlap between the distribution of unlabeled data and the distribution of the anomalies. In essence, this is akin to using anomalies to regulate the distribution data. These methods also have problems like weak robustness to data contamination, insufficient exploration of unlabeled data, etc.
3 OUR METHOD

Before introducing our method, we would like to give a formal statement of the task we aim at. Consider a semi-supervised AD scenario where two datasets are available:

- Anomaly dataset $D^a$: a small dataset containing anomalies.
- Unlabeled dataset $D^u$: a relatively large dataset containing both abnormal and normal data.

Given the above two datasets for training, we aim to find an anomaly scoring function $\Phi(\cdot): D \rightarrow \mathbb{R}$, such that $\Phi(s_i) > \Phi(s_j)$, where $s_i$ is abnormal and $s_j$ is normal. In this paper, we simply focus on tabular data.

3.1 Algorithm Framework

Figure 1 is an illustration of DADS, which is mainly composed of two parts: an anomaly search environment and an anomaly scoring agent. The anomaly scoring agent is complemented based on the SAC algorithm. Given a piece of data, the agent will return the corresponding anomaly score, which is also the action in the MDP of the environment. Section 3.2 will give a detailed illustration of the anomaly scoring agent.

The anomaly search environment is a carefully designed MDP that continually searches for possible anomalies from unlabeled datasets. Below we define the state $s$ and action $a$ of the MDP of the environment. For transition function $P$ and reward function $R$, we will discuss them in Section 3.3 and Section 3.4 respectively.

- State space $s$ is the whole training dataset $D = (D^a, D^u)$, with each $s_t \in D$ sampled at timestep $t$ be a state.
- Action space $a$ is a continuous space within range $[0, 1]$, with $a_t$ corresponding to anomaly score of input data.

3.2 Anomaly Scoring Agent

As the name suggests, at each timestep $t$, the agent takes a piece of data $s_t$ given by the environment, then its policy network $\pi$ returns the action $a_t = \pi(s_t) \in [0, 1]$, which stands for the predicted anomaly score of $s_t$. Besides, we define that if $a_t > TH_{score}$, $s_t$ is abnormal, otherwise normal, where $TH_{score}$ is a hyperparameter. By default, $TH_{score} = 0.7$.

The agent is trained using the SAC algorithm. At inference time, the agent can directly return the anomaly score of any data $s$ by calculating $\pi(s)$.

3.3 Sampling Function as State Transition

The sampling function of the environment is designed similar to that in previous work [20], which is composed of two parts: random sampling $g_r$ and distance-based sampling $g_d$. The former aims at covering the whole training dataset, while the latter is to improve the search efficiency.

For random sampling, $s_{t+1}$ is randomly selected from the whole training set $D$, thus $g_r$ can be expressed as $s_{t+1} \sim U(D)$, where $U$ means equal distribution.

Distance-based sampling $g_d$ can be expressed as:

$$g_d(s_{t+1} \mid s_t, a_t) = \begin{cases} \arg \min_{s \in D} d(s_t, s) & a_t > TH_{score} \\ \arg \max_{s \in D} d(s_t, s) & a_t \leq TH_{score} \end{cases},$$

(3)

where $D'$ is a randomly sampled subset, $d(s_t, s)$ calculates the Euclidean distance. We assume that the distance within abnormal data or normal data is smaller than that between them. If the agent judges the current data as an anomaly, then the environment will sample a piece of data close to it, otherwise far away from it. Thus, both two cases help explore possible anomalies in a sequential way.

During training, $g_r$ and $g_d$ are used with probabilities $p$ and $1-p$. This way enables the agent to gain access to the full dataset while achieving higher search efficiency. $p$ is set to $0.7$ by default.

3.4 Reward Function for Anomaly Search

Before talking about the reward function, we would like to first introduce the confidence score used in our DADS, which is designed to make the environment more suitable for anomaly search. Initially, each data $s \in D$ is given an attribute $\text{conf}(s)$, representing the confidence of classifying $s$ as an anomaly. For data $s \in D^a$, $\text{conf}(s)$ is initialized to $TH_{conf}$; while for $s \in D^u$, $\text{conf}(s)$ is initialized to $0$. Here $TH_{conf}$ is a hyperparameter greater than $0$, which regulates the intensity of anomaly search.

In order to demonstrate the effect of $\text{conf}$ more intuitively, as Figure 1 shows, the training dataset is partitioned into three datasets according to $\text{conf}$, respectively $A$, $T$, and $U$. Anomaly dataset $A$ contains data $s$ satisfying $\text{conf}(s) \geq TH_{conf}$, which are searched or labeled anomalies; temporary dataset $T$ contains data $s$ satisfying $0 < \text{conf}(s) < TH_{conf}$, which needs further judgement; the remaining part of $D$ is the unlabeled dataset. The confidence score keeps changing across the training according to the anomaly score given by the agent. There are two situations.
This is what we call external reward, and the effect of it can be actually an integration of the results of different agents, which we will not make any adjustments to its confidence. The agent is asked to correctly classify $s_t$ as an anomaly, which will be discussed in the reward function in Section 3.4.

To sum up, given $a_t$, the update of $\text{conf}(s_t)$ can be written as:

$$
\text{conf}(s_t) = \begin{cases} 
\text{conf}(s_t) + 1 & s_t \in \{\mathcal{U}, \mathcal{T}\}, a_t \geq \text{TH}_{\text{score}} \\
0 & s_t \in \{\mathcal{U}, \mathcal{T}\}, a_t \leq \text{TH}_{\text{score}} \\
\text{conf}(s_t) & \text{else}
\end{cases}
$$

The introduction of confidence score asks the environment to search for anomalies in a conservative way. Any data in unlabeled dataset $\mathcal{D}^u$ needs to be judged as abnormal $\text{TH}_{\text{conf}}$ consecutive times before it can be added to the anomaly dataset. Notice that the agent is continuously updated, the $\text{TH}_{\text{conf}}$ times judgment is actually an integration of the results of different agents, which resembles the idea of ensemble learning.

With the confidence score and the $(\mathcal{A}, \mathcal{T}, \mathcal{U})$ partition of the training dataset, we can now give the reward function of the anomaly search environment, which is designed based on both external reward and intrinsic reward.

For each data sampled $s_t$, if it belongs to $\mathcal{A}$, the agent is asked to make a correct judgment. If the agent correctly classifies $s_t$ as an anomaly, it will get a positive reward, otherwise, it will be punished. This is what we call external reward, and the effect of it can be regarded as simply fitting labeled anomalies.

However, simply using external reward is easy to cause overfitting due to the unilateral supervisory signal of labeled anomalies, especially when the labeled anomalies are limited. To better utilize the unlabeled data, we introduce the intrinsic reward. First, if $s_t$ comes from $\mathcal{T}$ or $\mathcal{U}$, and is sampled randomly by $g_r$, it is likely that $s_t$ is normal, so the agent will receive a small positive reward if it judges $s_t$ as normal. Second, if the confidence of an unlabeled data $s_t$ reaches $\text{TH}_{\text{conf}}$ and $s_t$ is put into $\mathcal{A}$ to encourage the search of possible anomalies, agent will receive a reward in proportion to the unsupervised anomaly score of $s_t$, which is denoted as $\text{UNSUP}(s_t) \in [0, 1]$. Here we choose Isolation Forest [15] as the unsupervised AD method. For the remaining conditions, the reward is 0.

To conclude, the reward function can be written as:

$$
r(s_t|a_t) = \begin{cases} 
\alpha_1 \text{sgn}(a_t - \text{TH}_{\text{score}}) & \text{conf}(s_t) \geq \text{TH}_{\text{conf}} \\
\alpha_2 \text{UNSUP}(s_t) & \text{conf}(s_t) = \text{TH}_{\text{conf}} - 1, \\
\alpha_3 & a_t \geq \text{TH}_{\text{score}}, \\
0 & s_t \in \{\mathcal{U}, \mathcal{T}\}, s_t \sim U(\mathcal{D}) \\
& a_t < \text{TH}_{\text{score}} \\
& \text{else}
\end{cases}
$$

where $\alpha_1, \alpha_2, \alpha_3$ are hyperparameters for adjusting reward allocation, $\text{sgn}(x)$ is the modified indicator function, it returns 1 when $x > 0$, $-1$ otherwise. By default, $\alpha_1 = 1, \alpha_2 = 5, \alpha_3 = 0.5$.

### 3.5 Algorithm Overview

In the training phase (see Algorithm 1), we first initialize the actor network ($\pi$) and critic networks ($q$ and $v$) of the SAC algorithm, together with an experience replay buffer (see lines 1–3). The whole training procedure is composed of $n$-episodes (see lines 4–18). In each episode, the agent does $n$-steps interaction with the environment. In each step of interaction (see lines 6–10), the agent gives anomaly score $a_t$ of current sampled data $s_t$, then the environment makes adjustments and returns reward according to the $s_t$, and finally the environment samples next data $s_{t+1}$. The information of this step is then stored in replay buffer. In agent training (see lines 11–16), the agent first collects warmup_steps data with no parameter updating, after warmup_steps, the agent will update the parameters of the actor and critic networks according to the SAC algorithm. Finally, the trained actor network is returned.

In the inference phase, for each test data $s$, we can directly use the output of the agent $\pi(s; \theta)$ as its anomaly score.

**Algorithm 1 Training of DADS**

1. **Input:** $\mathcal{D} = \{\mathcal{D}^u, \mathcal{D}^a\}$
2. **Initialize:** $\pi(s; \theta), q(s, a, \phi_1), q(s, a, \phi_2), v(s; \psi), v(s; \bar{\psi})$
3. Experience replay buffer $\mathcal{D}$
4. for $i = 1$ to $n$-episodes do
5. for $t = 1$ to $n$-steps do
6. Agent takes action $a_t$ according to $\pi(s_t; \theta)$
7. Environment adjusts confidence of $s_t$ with Equation 4
8. Environment returns $r_t$ according to Equation 5
9. Environment samples data $s_{t+1}$ according to Section 3.3
10. Store $(s_t, a_t, r_t, s_{t+1})$ in the replay buffer $\mathcal{D}$
11. if total_steps > warmup_steps then
12. for $j = 1$ to update_times do
13. Sample a batch of transitions $B$ from $\mathcal{D}$
14. Update $\theta, \phi_1, \phi_2, \psi, \bar{\psi}$ according to SAC algorithm
15. end for
16. end if
17. end for
18. end for
19. Output: $\pi(s; \theta)$

### 4 EXPERIMENTS

This section first gives a brief introduction to the datasets, evaluation metrics, and baseline methods, then gives experiment results on two scenarios. Comprehensive ablation study is also conducted to demonstrate the effect of different components. For details in the experiment, please refer to the Appendix (https://www.lmnda.nju.edu.cn/chnc/DADS-Appendix.pdf).

#### 4.1 Datasets and Evaluation Metrics

To make a comprehensive comparison between DADS and other methods, we choose 5 datasets with single anomaly class and 4 datasets with multiple anomaly classes. The former 5 of datasets are used in experiments of scenario 1, with dimension ranging from 6 to 36 and anomaly percentage ranging from 1.2% to 31.6%. To make further comparison, scenario 2 is designed using 4 datasets
We set two adjustable parameters, namely anomalies_ratio and contamination_ratio, so the percentage of each class is consistent with original dataset. As stated before, it is composed of $D^a$ and $D^u$.

The mentioned datasets serve as the base pool of our experiments. We set two adjustable parameters, namely anomalies_ratio and contamination_ratio. anomalies_ratio corresponds to the ratio of known anomalies to total anomalies (in scenario 2 total anomalies means anomalies of the known anomaly class); contamination_ratio corresponds to the percentage of anomalies in unlabeled data.

Each dataset is split into training set, validation set, and testing set, each accounting for 60%, 20%, and 20% of the total dataset with 10 different random seeds. Validation set and testing set are fixed after splitting, so the percentage of each class is consistent with original dataset. Training dataset is manually generated according to two adjustable parameters: anomalies_ratio and contamination_ratio, and, as stated before, it is composed of $D^a$ and $D^u$.

We select Area Under the Precision-Recall Curve (AUC-PR) and Area Under the Receiver Operating Characteristic Curve (AUC-ROC) as the evaluation metric. The reported results are averaged over 10 random seeds. Due to space limitation, below we only show the AUC-PR results, for AUC-ROC, please refer to Appendix F.

### 4.2 Competing Methods

SSAD [9] and Deep SAD [23] are the early works in this field, both of them takes the idea of using hypersphere to envelop the normal data and exclude the anomalies. DevNet [19] introduces deviation loss and combines it with supervised loss, which is a simple yet effective semi-supervised AD method. Overlap [12] is a recent method that proposes a novel overlap loss, which shows effect across various datasets. We reproduce DPLAN [20] and include it in our baselines. Considering that the distance calculation step in DPLAN is time-consuming, sampling size is decreased from

#### Table 1: AUC-PR performance (mean±std) of settings 1.1 and 2.1.

<table>
<thead>
<tr>
<th>Known AD Scenario</th>
<th>DADS</th>
<th>DPLAN</th>
<th>DeepSAD</th>
<th>DevNet</th>
<th>SSAD</th>
<th>Overlap</th>
<th>SRR+GOAD</th>
<th>SRR+IForest</th>
<th>LatentOE</th>
<th>IForest</th>
</tr>
</thead>
<tbody>
<tr>
<td>annthyroid</td>
<td>0.839±0.026</td>
<td>0.455±0.066</td>
<td>0.536±0.063</td>
<td>0.462±0.041</td>
<td>0.200±0.045</td>
<td>0.615±0.071</td>
<td>0.126±0.019</td>
<td>0.338±0.041</td>
<td>0.167±0.037</td>
<td>0.277±0.045</td>
</tr>
<tr>
<td>cardio</td>
<td>0.855±0.079</td>
<td>0.513±0.126</td>
<td>0.626±0.079</td>
<td>0.852±0.076</td>
<td>0.497±0.138</td>
<td>0.805±0.074</td>
<td>0.665±0.069</td>
<td>0.543±0.089</td>
<td>0.609±0.134</td>
<td>0.529±0.075</td>
</tr>
<tr>
<td>satellite</td>
<td>0.835±0.010</td>
<td>0.759±0.061</td>
<td>0.87±0.036</td>
<td>0.829±0.014</td>
<td>0.738±0.015</td>
<td>0.865±0.019</td>
<td>0.734±0.014</td>
<td>0.762±0.013</td>
<td>0.790±0.016</td>
<td>0.741±0.017</td>
</tr>
<tr>
<td>satimage2</td>
<td>0.913±0.039</td>
<td>0.415±0.205</td>
<td>0.765±0.153</td>
<td>0.883±0.086</td>
<td>0.467±0.112</td>
<td>0.861±0.110</td>
<td>0.274±0.096</td>
<td>0.895±0.033</td>
<td>0.829±0.121</td>
<td>0.899±0.031</td>
</tr>
<tr>
<td>thyroid</td>
<td>0.875±0.058</td>
<td>0.705±0.156</td>
<td>0.631±0.107</td>
<td>0.885±0.066</td>
<td>0.439±0.146</td>
<td>0.747±0.136</td>
<td>0.274±0.077</td>
<td>0.560±0.119</td>
<td>0.366±0.152</td>
<td>0.470±0.116</td>
</tr>
<tr>
<td>Average</td>
<td>0.863±0.042</td>
<td>0.570±0.119</td>
<td>0.690±0.087</td>
<td>0.782±0.057</td>
<td>0.455±0.091</td>
<td>0.779±0.082</td>
<td>0.415±0.055</td>
<td>0.620±0.059</td>
<td>0.552±0.092</td>
<td>0.585±0.057</td>
</tr>
<tr>
<td>Average_rank</td>
<td>1.6</td>
<td>6.6</td>
<td>4.2</td>
<td>3.0</td>
<td>9.0</td>
<td>3.0</td>
<td>8.6</td>
<td>5.6</td>
<td>7.0</td>
<td>6.4</td>
</tr>
</tbody>
</table>

#### Unknown AD Scenario

| multi_marker      | 0.800±0.050 | 0.595±0.144 | 0.912±0.049 | 0.943±0.012 | 0.085±0.075 | 0.672±0.089 | 0.804±0.022 | 0.803±0.217 | 0.758±0.019 |
| multi_cardio      | 0.871±0.053 | 0.544±0.058 | 0.812±0.043 | 0.807±0.050 | 0.704±0.04 | 0.826±0.068 | 0.605±0.044 | 0.534±0.051 | 0.751±0.109 | 0.595±0.024 |
| multi_anomaly     | 0.917±0.043 | 0.513±0.120 | 0.775±0.109 | 0.918±0.016 | 0.766±0.022 | 0.837±0.028 | 0.554±0.127 | 0.718±0.031 | 0.625±0.202 | 0.722±0.027 |
| Average           | 0.877±0.051 | 0.488±0.100 | 0.679±0.073 | 0.727±0.043 | 0.537±0.035 | 0.692±0.076 | 0.481±0.069 | 0.550±0.033 | 0.557±0.136 | 0.552±0.024 |
| Average_rank      | 1.23 | 7.75 | 3.73 | 2.75 | 6.0 | 2.75 | 8.5 | 7.0 | 7.0 | 7.25 |

**Figure 2:** AUC-PR of DADS and baselines in setting 1.1.

**Figure 3:** AUC-PR of DADS and baselines in setting 1.2.
Table 2: AUC-PR performance (mean±std) of settings 1.2 and 2.2.

<table>
<thead>
<tr>
<th>Known AD Scenario</th>
<th>DADS</th>
<th>DFLAN</th>
<th>DeepSAD</th>
<th>DevNet</th>
<th>SSAD</th>
<th>Overlap</th>
<th>SRR-GOAD</th>
<th>SRR-IForest</th>
<th>LatentOE</th>
<th>IForest</th>
</tr>
</thead>
<tbody>
<tr>
<td>setting</td>
<td>multi_shuttle</td>
<td>0.991 ±0.004</td>
<td>0.750 ±0.072</td>
<td>0.893 ±0.072</td>
<td>0.843 ±0.168</td>
<td>oom</td>
<td>0.884 ±0.094</td>
<td>0.715 ±0.059</td>
<td>0.852 ±0.016</td>
<td>0.937 ±0.046</td>
</tr>
<tr>
<td>setting</td>
<td>multi_cardio</td>
<td>0.863 ±0.057</td>
<td>0.579 ±0.058</td>
<td>0.855 ±0.052</td>
<td>0.885 ±0.061</td>
<td>0.757 ±0.041</td>
<td>0.827 ±0.090</td>
<td>0.657 ±0.048</td>
<td>0.561 ±0.049</td>
<td>0.809 ±0.092</td>
</tr>
<tr>
<td>setting</td>
<td>multi_thyroid</td>
<td>0.934 ±0.047</td>
<td>0.562 ±0.138</td>
<td>0.830 ±0.107</td>
<td>0.948 ±0.016</td>
<td>0.965 ±0.007</td>
<td>0.879 ±0.031</td>
<td>0.619 ±0.060</td>
<td>0.741 ±0.034</td>
<td>0.556 ±0.019</td>
</tr>
<tr>
<td>setting</td>
<td>multi_annthyroid</td>
<td>0.676 ±0.148</td>
<td>0.195 ±0.122</td>
<td>0.205 ±0.081</td>
<td>0.192 ±0.089</td>
<td>0.144 ±0.049</td>
<td>0.229 ±0.082</td>
<td>0.093 ±0.017</td>
<td>0.164 ±0.037</td>
<td>0.166 ±0.017</td>
</tr>
<tr>
<td>setting</td>
<td>Average</td>
<td>0.866 ±0.064</td>
<td>0.472 ±0.097</td>
<td>0.696 ±0.078</td>
<td>0.717 ±0.084</td>
<td>0.622 ±0.033</td>
<td>0.705 ±0.074</td>
<td>0.521 ±0.046</td>
<td>0.579 ±0.034</td>
<td>0.637 ±0.068</td>
</tr>
<tr>
<td>setting</td>
<td>Average_rank</td>
<td>2.0</td>
<td>7.75</td>
<td>3.75</td>
<td>3.75</td>
<td>3.75</td>
<td>5.33</td>
<td>5.37</td>
<td>8.5</td>
<td>7.0</td>
</tr>
</tbody>
</table>

Unknown AD Scenario

Table 2: AUC-PR performance (mean±std) of settings 1.2 and 2.2.

<table>
<thead>
<tr>
<th>Known AD Scenario</th>
<th>DADS</th>
<th>DFLAN</th>
<th>DeepSAD</th>
<th>DevNet</th>
<th>SSAD</th>
<th>Overlap</th>
<th>SRR-GOAD</th>
<th>SRR-IForest</th>
<th>LatentOE</th>
<th>IForest</th>
</tr>
</thead>
<tbody>
<tr>
<td>setting</td>
<td>multi_thyroid</td>
<td>0.981 ±0.076</td>
<td>0.250 ±0.076</td>
<td>0.520 ±0.067</td>
<td>0.422 ±0.062</td>
<td>0.316 ±0.047</td>
<td>0.538 ±0.092</td>
<td>0.128 ±0.016</td>
<td>0.381 ±0.045</td>
<td>0.283 ±0.052</td>
</tr>
<tr>
<td>setting</td>
<td>multi_cardio</td>
<td>0.719 ±0.147</td>
<td>0.260 ±0.130</td>
<td>0.592 ±0.136</td>
<td>0.769 ±0.134</td>
<td>0.505 ±0.149</td>
<td>0.715 ±0.138</td>
<td>0.682 ±0.064</td>
<td>0.617 ±0.075</td>
<td>0.626 ±0.056</td>
</tr>
<tr>
<td>setting</td>
<td>satellite</td>
<td>0.833 ±0.024</td>
<td>0.574 ±0.092</td>
<td>0.865 ±0.019</td>
<td>0.831 ±0.015</td>
<td>0.776 ±0.014</td>
<td>0.851 ±0.020</td>
<td>0.752 ±0.014</td>
<td>0.769 ±0.013</td>
<td>0.806 ±0.013</td>
</tr>
<tr>
<td>setting</td>
<td>satimag2</td>
<td>0.999 ±0.033</td>
<td>0.476 ±0.278</td>
<td>0.677 ±0.282</td>
<td>0.896 ±0.090</td>
<td>0.561 ±0.102</td>
<td>0.884 ±0.073</td>
<td>0.390 ±0.123</td>
<td>0.910 ±0.037</td>
<td>0.851 ±0.103</td>
</tr>
<tr>
<td>setting</td>
<td>thyroid</td>
<td>0.859 ±0.061</td>
<td>0.295 ±0.158</td>
<td>0.456 ±0.111</td>
<td>0.808 ±0.141</td>
<td>0.340 ±0.092</td>
<td>0.686 ±0.231</td>
<td>0.274 ±0.080</td>
<td>0.534 ±0.120</td>
<td>0.654 ±0.126</td>
</tr>
<tr>
<td>setting</td>
<td>Average</td>
<td>0.824 ±0.068</td>
<td>0.371 ±0.147</td>
<td>0.622 ±0.123</td>
<td>0.745 ±0.088</td>
<td>0.435 ±0.081</td>
<td>0.731 ±0.111</td>
<td>0.441 ±0.059</td>
<td>0.642 ±0.057</td>
<td>0.644 ±0.070</td>
</tr>
<tr>
<td>setting</td>
<td>Average rank</td>
<td>2.0</td>
<td>9.0</td>
<td>5.2</td>
<td>5.0</td>
<td>3.0</td>
<td>8.4</td>
<td>2.0</td>
<td>5.4</td>
<td>8.4</td>
</tr>
</tbody>
</table>

4.3 Scenario 1: Experiments on Datasets with Single Anomaly Class

In this scenario, we use 5 datasets with single anomaly class to compare DADS with baseline methods. As stated above, there are two adjustable parameters: anomalies_ratio and contamination_ratio, we will fix one at a time and adjust another. The results of these two groups of settings are as follows.

Setting 1.1: AUC versus incremental contamination ratio with fixed anomalies_ratio. First we set anomalies_ratio to 0.1, which means the known anomalies account for 10% of total anomalies. Next, we gradually increase contamination_ratio within the range [0, 0.1] to test whether DADS and baselines are robust to pollution in unlabeled data. Here we report the result of DADS and baseline methods when contamination_ratio = 0.1 in the upper half of Table 1, and the average rank of each method averages its ranking of results on different datasets. DADS ranks first in both average AUC-PR and average rank, which shows the advantage of DADS in resisting high contamination in unlabeled data. From Figure 2 we can also see that as the contamination ratio goes up, the performance of DADS hardly declines, which again shows the robustness of DADS.

Setting 1.2: AUC versus incremental anomalies ratio with fixed contamination ratio. In this part, we set contamination_ratio to 0.04 and adjust anomalies_ratio within the range [0.01, 0.5] to see whether the search of possible anomalies makes contribution to the performance of DADS. Table 2 shows the results when anomalies_ratio = 0.05, and the upper half corresponds to this setting, graphic results are in Figure 3. From Table 2 we can see that DADS performs well when only a little labeled anomalies are available. In addition, Figure 3 shows that the performance of DADS increases steadily with the increase of anomalies_ratio.

4.4 Scenario 2: Experiments on Datasets with Multiple Anomaly Classes

The above experiments on datasets with single anomaly class show the advantage of DADS in both the exploration of unlabeled dataset and robustness to contaminated data. When testing on datasets with multiple anomaly classes, we set one anomaly as the known anomaly class while leaving others as unknown. We believe that the tasks in this scenario will be more difficult and can better show the advantages of DADS.

Setting 2.1: AUC versus incremental contamination ratio with fixed anomalies_ratio. Like setting 1.1, anomalies_ratio is set to 0.1, but the range of contamination_ratio is expanded from [0, 0.1] to [0, 0.2], which may test the robustness to contamination ratio of each method more extremely. An obvious phenomenon in Figure 4 is that as contamination_ratio goes up, all methods experience different degrees of decline, among which DADS shows the smallest performance reduction. This again shows the robustness of DADS to contamination. The lower half of Table 1 summarizes the results when contamination_ratio = 0.1. The performance advantage of DADS is further distinguished compared with scenario 1.

Setting 2.2: AUC versus incremental anomalies ratio with fixed contamination ratio. Here we fix contamination_ratio to 0.04 and increase anomalies_ratio from 0.01 to 0.5. Average AUC-PR results and rank when anomalies_ratio = 0.05 are shown in the lower half of Table 2. DADS still performs the best in average AUC-PR and average rank. We believe this should be attributed to the efficient search mechanism, which enables DADS to search for possible anomalies when there are multiple anomaly classes. Figure 5 shows graphic results, we can see that the performance of DADS increases steadily as the number of labeled anomalies goes up. In addition, DADS can achieve a high score even when only a few anomalies are known (e.g., 1%, 5%), which reflects the capability of DADS in utilizing both labeled anomalies and unlabeled data.

4.5 Analysis of Experiment Results

From the experiments conducted on the two scenarios, we can summarize the following empirical results.
4.5.1 DADS vs. DPLAN. We think it is necessary to make a comprehensive comparison between DADS and DPLAN, since they are all AD methods based on RL. According to the experiment results, DADS outperforms DPLAN in all two scenarios. To be specific, in settings 1.1 and 2.1, especially datasets like anthyroid, thyroid, and multi-har, the superiority of robustness to contamination of DADS is very obvious. In settings 1.2 and 2.2, DADS outperforms DPLAN when only small amount of labeled anomalies is known, which showcase the role of the search mechanism.

4.5.2 DADS vs. unsupervised AD methods. In terms of robustness, DADS has obvious advantage over methods like LatentOE and SRR+GOAD, while performs roughly the same compared with SRR+IForest and IForest. But the reasons for robustness are different. For unsupervised AD methods, they are largely label-independent, so the label change in dataset will not do much harm to performance. While for DADS, the robustness come from its search mechanism. In terms of AUC-PR performance, DADS outperforms unsupervised AD methods in all datasets except satimage2 and multi_cardio, this is very natural since DADS can utilize supervised signal from labeled anomalies while unsupervised AD methods cannot.

4.5.3 DADS vs. semi-supervised AD methods. Compared with semi-supervised methods like DeepSAD, SSAD, DevNet, and Overlap, DADS outperforms them in all four settings. Figures 2 and 3 indicate that DADS is more robust to data contamination, especially when compared with supervised-based methods like DPLAN. In settings 1.2 and 2.2, unsupervised-based methods like SSAD and Deep SAD need sufficient supervised signal to achieve relatively good performance (e.g., anomalies_ratio ≥ 0.15). While in contrast, DADS can achieve a high AUC-PR even when only little labeled anomalies are available (e.g., anomalies_ratio = 0.05), which may give credit to the possible anomalies found by the search mechanism.

4.6 Ablation Study

Here we show the ablation study on three most important hyperparameters, $\theta_{\text{conf}}$, $p$ and $\alpha$. Considering DADS’s potential in dealing with datasets with multiple anomaly classes, ablation study is conducted under setting 2.2. For ablation study on other hyperparameters, please refer to Appendix G.

4.6.1 Ablation on $\theta_{\text{conf}}$. To identify to what extent the search mechanism helps, we remove the search mechanism of DADS and leave other components unchanged by setting $\theta_{\text{conf}}$ to 100.

Figure 6 shows the AUC-PR of DADS and its variant, where DADS w. Search represents the original implementation of DADS, while DADS w/o Search stands for DADS without search. We can see that the search mechanism brings improvement in multi_cardio, multi_har and multi_anthyroid, while a slight performance decrease is observed in multi_shuttle. We think this may be because DADS w/o Search has already performed well in multi_shuttle, so that the improvement brought by the searched anomalies is limited, meanwhile any inaccuracies in the searched anomalies could hinder performance. For other datasets, there still exists substantial room for performance improvement, especially when the labeled anomalies are extremely limited.

To further demonstrate the effectiveness of search in detecting unknown anomalies, we introduce the FPR@TPR95_decay metrics, which is similar to the metrics used in previous work [28]. To be more specific, test dataset is divided into two datasets, the first containing normal data and anomalies of known classes, and the second containing normal data and anomalies of unknown classes. False Positive Rate at True Positive Rate 95%(FPR@TPR95) are calculated on these two datasets respectively and get FPR@TPR95_known, FPR@TPR95_unknown. Finally, FPR@TPR95_decay is calculated by FPR@TPR95_unknown - FPR@TPR95_known. By comparing
method DADS. By designing an anomaly search environment and a simple RL agent, our method can automatically balance between exploiting labeled dataset and exploring unlabeled dataset. DADS performs well across various settings, especially on datasets with multiple anomaly classes, which demonstrates its effectiveness.

For future work, though the inference stage is quick, DADS still consumes much time in the training phase due to the use of RL, which needs further improvement. In addition, there is still much room for improvement in the use of unsupervised signals. Lastly, future work could explore incorporating the search mechanism in the action space design. For example, action can not only contain the anomaly score of current data but also encompass the search direction for the next step.

5 CONCLUSION AND FUTURE WORK

In this paper, we present an RL-based semi-supervised tabular AD method DADS. By designing an anomaly search environment and a simple RL agent, our method can naturally balance between exploiting labeled dataset and exploring unlabeled dataset. DADS

\[ \text{AUC-PR} = \frac{TP}{TP + FP} \]

\[ \text{FPR@TPR95} = \frac{FP}{100} \]

Table 3: Ablation study on \( p \) (AUC-PR)

<table>
<thead>
<tr>
<th>( p )</th>
<th>multi_shuttle</th>
<th>multi_cardio</th>
<th>multi_har</th>
<th>multi_annthyroid</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.971 ± 0.014</td>
<td>0.861 ± 0.053</td>
<td>0.904 ± 0.052</td>
<td>0.540 ± 0.093</td>
</tr>
<tr>
<td>0.3</td>
<td>0.986 ± 0.007</td>
<td>0.854 ± 0.053</td>
<td>0.907 ± 0.051</td>
<td>0.688 ± 0.107</td>
</tr>
<tr>
<td>0.5</td>
<td>0.986 ± 0.008</td>
<td>0.879 ± 0.062</td>
<td>0.905 ± 0.051</td>
<td>0.628 ± 0.142</td>
</tr>
<tr>
<td>0.7</td>
<td>0.991 ± 0.004</td>
<td>0.863 ± 0.057</td>
<td>0.934 ± 0.047</td>
<td>0.676 ± 0.148</td>
</tr>
<tr>
<td>1.0</td>
<td>0.991 ± 0.004</td>
<td>0.831 ± 0.059</td>
<td>0.906 ± 0.068</td>
<td>0.636 ± 0.196</td>
</tr>
</tbody>
</table>

Table 4: Ablation study of \( \alpha_2 \) (AUC-PR)

<table>
<thead>
<tr>
<th>( \alpha_2 )</th>
<th>multi_shuttle</th>
<th>multi_cardio</th>
<th>multi_har</th>
<th>multi_annthyroid</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.992 ± 0.002</td>
<td>0.862 ± 0.061</td>
<td>0.917 ± 0.056</td>
<td>0.614 ± 0.147</td>
</tr>
<tr>
<td>2.0</td>
<td>0.991 ± 0.005</td>
<td>0.861 ± 0.050</td>
<td>0.934 ± 0.050</td>
<td>0.631 ± 0.161</td>
</tr>
<tr>
<td>3.0</td>
<td>0.991 ± 0.003</td>
<td>0.863 ± 0.057</td>
<td>0.934 ± 0.050</td>
<td>0.662 ± 0.161</td>
</tr>
<tr>
<td>5.0</td>
<td>0.991 ± 0.004</td>
<td>0.863 ± 0.057</td>
<td>0.934 ± 0.047</td>
<td>0.676 ± 0.148</td>
</tr>
<tr>
<td>10.0</td>
<td>0.991 ± 0.005</td>
<td>0.836 ± 0.086</td>
<td>0.921 ± 0.048</td>
<td>0.630 ± 0.142</td>
</tr>
</tbody>
</table>

Average

<table>
<thead>
<tr>
<th>multi_shuttle</th>
<th>0.849 ± 0.065</th>
<th>0.854 ± 0.066</th>
<th>0.860 ± 0.055</th>
<th>0.866 ± 0.064</th>
</tr>
</thead>
<tbody>
<tr>
<td>multi_cardio</td>
<td>0.849 ± 0.065</td>
<td>0.854 ± 0.066</td>
<td>0.860 ± 0.055</td>
<td>0.866 ± 0.064</td>
</tr>
<tr>
<td>multi_har</td>
<td>0.849 ± 0.064</td>
<td>0.854 ± 0.066</td>
<td>0.860 ± 0.055</td>
<td>0.841 ± 0.082</td>
</tr>
<tr>
<td>multi_annthyroid</td>
<td>0.849 ± 0.065</td>
<td>0.854 ± 0.066</td>
<td>0.860 ± 0.055</td>
<td>0.841 ± 0.082</td>
</tr>
</tbody>
</table>
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