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ABSTRACT
The theory of two-sided matching has been extensively developed and applied to many real-life application domains. As the theory has been applied to increasingly diverse types of environments, researchers and practitioners have encountered various forms of distributional constraints. As a mechanism can handle a more general class of constraints, we can assign students more flexibly to colleges to increase students’ welfare. However, it turns out that there exists a trade-off between students’ welfare (efficiency) and fairness (which means no student has justified envy). Furthermore, this trade-off becomes sharper as the class of constraints becomes more general. The first contribution of this paper is to clarify the boundary on whether a strategyproof and fair mechanism can satisfy certain efficiency properties for each class of constraints. Our second contribution is to establish a weaker fairness requirement called envy-freeness up to k peers (EF-k), which is inspired by a similar concept used in the fair division of indivisible items. EF-k guarantees that each student has justified envy towards at most k students. By varying k, EF-k can represent different levels of fairness. We investigate theoretical properties associated with EF-k. Furthermore, we develop two contrasting strategyproof mechanisms that work for general hereditary constraints, i.e., one mechanism can guarantee a strong efficiency requirement, while the other can guarantee EF-k for any fixed k. We evaluate the performance of these mechanisms through computer simulation.
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1 INTRODUCTION
The theory of two-sided matching has been developed and has been applied to many real-life application domains (see Roth and Sotomayor [31] for a comprehensive survey in this literature). It has attracted considerable attention from AI researchers [2, 4, 16, 17, 20, 32, 33]. As the theory has been applied to increasingly diverse types of environments, researchers and practitioners have encountered various forms of distributional constraints (see Aziz et al. [3] for a comprehensive survey on various distributional constraints). There exist three representative classes of constraints. First, the standard model of two-sided matching considers only the maximum quota of each individual college [31], which we call maximum quotas constraints.1

More general classes of constraints are hereditary constraints [1, 14, 19] and hereditary M♮-convex set constraints [22]. An M♮-convex set is a discrete counterpart of a convex set in a continuous domain. Hereditary constraints require that if a matching between students and colleges is feasible, then any matching that places weakly fewer students at each college is also feasible. As a mechanism can handle a more general class of constraints, we can incorporate more complex constraints required for real-life application domains. Also, we obtain more flexibility in assigning students to colleges. As a result, we can expect that students’ welfare can be increased in the obtained matching. Furthermore, maximum quotas constraints can be considered to be too restrictive. In a real-life situation, it is common that some flexibility exists in determining the capacity of each college, i.e., we can increase the maximum quota of a college if it turns out to be very popular (say, by assigning additional resources). Such flexibility can be modeled naturally using a more general class of constraints.

In this paper, we focus our attention on strategyproof mechanisms, which guarantee that students have no incentive to misreport their preference over colleges. From a theoretical standpoint,

1Although our paper is described in the context of a student-college matching problem, the obtained result is applicable to matching problems in general.
if we are interested in a property achieved in dominant strategies, strategyproof mechanisms can be exclusively considered without any loss of generality, as supported by the well-known revelation principle [13]. This principle states that if a certain property is satisfied in a dominant strategy equilibrium using a mechanism, it can also be achieved through a strategyproof mechanism. Strategyproof mechanisms are not only theoretically significant but also practically beneficial, as students do not need to speculate about the actions of others to achieve desirable outcomes; they only need to report their preferences truthfully.

Most existing works in two-sided matching require that the obtained matching must be fair, i.e., no student has justified envy. However, just requiring fairness is not sufficient since the matching that no student is assigned to any college is fair; we should achieve some requirement on students’ welfare (which is referred to as efficiency in economics) in conjunction with fairness. In the standard maximum quotas model, the renowned Deferred Acceptance mechanism (DA) [12] can achieve an efficiency property called non-wastefulness in conjunction with fairness. A matching satisfying fairness and non-wastefulness together is called stable.

However, when some distributional constraints are imposed, there exists a trade-off between fairness and efficiency/students’ welfare. In particular, Cho et al. [8] show that no strategyproof mechanism satisfies fairness and a weaker efficiency property called weak nonwastefulness under hereditary constraints.

The first goal of this paper is to clarify the tight boundaries on whether a strategyproof and fair mechanism can satisfy certain efficiency properties for each class of constraints (see Table 1 in Section 4). In particular, we show that under hereditary constraints, no strategyproof mechanism can simultaneously satisfy fairness and a very weak efficiency requirement called no vacant college property.

This impossibility result illustrates a dilemma: we are expanding/generalizing the classes of constraints in the hope that we can improve students’ welfare. However, if we require strict fairness, we cannot guarantee a very weak requirement of students’ welfare under general hereditary constraints. Given this dilemma, our next goal is to establish a weaker fairness requirement. In this paper, we propose a novel concept called envy-freeness up to k peers (EF-k). This concept is inspired by a criterion called envy-freeness up to k items, which is commonly used in the fair division of indivisible items [6]. EF-k guarantees that each student has justified envy towards at most k students. By varying k, EF-k can represent different levels of fairness. On one hand, EF-0 is equivalent to standard fairness. On the other hand, any matching satisfies EF-(n − 1), where n is the number of students. To the best of our knowledge, this paper is the first to address the relaxed notion of fairness in two-sided, many-to-one matching.

We show that there exists a case that no matching is nonwasteful and EF-k for any k < n − 1, and checking whether a nonwasteful and EF-k matching exists or not is NP-complete. Then, we develop two contrasting strategyproof mechanisms that work for general hereditary constraints. One is based on the Serial Dictatorship mechanism (SD) [14], which utilizes an optimal master-list (where students are assigned in its order) that minimize k based on colleges’ preferences, such that the obtained matching is guaranteed to satisfy EF-k. Although k = n − 1 holds in the worst case, we experimentally show that k tends to be much smaller when colleges’ preferences are similar. The other one is based on the Sample and Deferred Acceptance mechanism (SDA) [24], which is developed for a special case of hereditary constraints called student-project-resource matching-allocation problem. This mechanism satisfies EF-k for any given 0 ≤ k < n − 1. We extend SDA such that the obtained matching satisfies no vacant college property under a mild assumption. We experimentally show that this mechanism can significantly improve students’ welfare compared to a fair (EF-0) mechanism even when k is very small.

Due to the space limitation, some of the proofs are omitted, which can be found in the full version [7].

2 MODEL

A matching market under distributional constraints is given by

\[ I = (S, C, X, >_S, >_C, f) \]

The meaning of each element is as follows.

- \( S = \{s_1, \ldots, s_n\} \) is a finite set of students. Let \( N \) denote \( \{1, 2, \ldots, n\} \).
- \( C = \{c_1, \ldots, c_m\} \) is a finite set of colleges. Let \( M \) denote \( \{1, 2, \ldots, m\} \).
- \( X \subseteq \mathbb{S} \times C \) is a finite set of contracts. Contract \( x = (s, c) \in X \) represents the matching between student \( s \) and college \( c \).
- For any \( Y \subseteq S \), let \( Y_r := \{(s, c) \in Y \mid c \in C \} \) and \( Y_c := \{(s, c) \in Y \mid s \in S \} \) denote the sets of contracts in \( Y \) that involve \( s \) and \( c \), respectively.
- \( >_S = (>_S_1, \ldots, >_S_m) \) is a profile of the students’ preferences. For each student \( s \), \( >_S \) represents the preference of \( s \) over \( X_r \cup \{(s, 0)\} \), where \( (s, 0) \) represents an outcome such that \( s \) is unmatched. We assume \( >_S \) is strict for each \( s \). We say contract \( (s, c) \) is acceptable for \( s \) if \( (s, c) >_S (s, 0) \) holds. We sometimes use notations like \( c >_S s' \) instead of \( (s, c) >_S (s, c') \).
- \( >_C = (>_C_1, \ldots, >_C_m) \) is a profile of the colleges’ preferences. For each college \( c \), \( >_C \) represents the preference of \( c \) over \( X_c \cup \{(0, c)\} \), where \( (0, c) \) represents an outcome such that \( c \) is unmatched. We assume \( >_C \) is strict for each \( c \). We say contract \( (s, c) \) is acceptable for \( c \) if \( (s, c) >_C (c, 0) \) holds. We sometimes write \( s >_C c' \) instead of \( (s, c) >_C (s', c') \).
- \( f : Z^m \rightarrow [0, \infty) \) is a function that represents distributional constraints, where \( m \) is the number of colleges and \( Z^m \) is the set of vectors of \( m \) non-negative integers. For \( f \), we call a family of vectors \( F = \{v \in Z^m \mid f(v) = 0\} \) induced vectors of \( f \).

We assume each contract \( x \) in \( X_c \) is acceptable for \( c \). This is without loss of generality because if some contract is unacceptable for a college, we can assume it is not included in \( X \).

We say \( Y \subseteq X \) is a matching, if for each \( s \in S \), either (i) \( Y_s = \{x\} \) and \( x \) is acceptable for \( s \), or (ii) \( Y_s = \{0\} \) holds.

For two \( m \)-element vectors \( v, v' \in Z^m \), we say \( v \leq v' \) if for all \( i \in [M], v_i \leq v'_i \) holds. We say \( v < v' \) if \( v \leq v' \) and \( v \neq v' \) hold. Also, let \( |v| \) denote the \( L_1 \) norm of \( v \), i.e., \( |v| = \sum_{i \in M} v_i \).

Definition 2.1 (feasibility with distributional constraints). Let \( v \) be a vector of \( m \) non-negative integers. We say \( v \) is feasible in \( f \) if \( f(v) = 0 \). For \( Y \subseteq X \), let us define \( v(Y) \) as \( \{v_{Y_1}, v_{Y_2}, \ldots, v_{Y_m}\} \). We say \( Y \) is feasible (in \( f \)) if \( v(Y) \) is feasible in \( f \).
We assume $F$ is bounded, i.e., $|F|$ is finite. This is without loss of generality because we can assume each college $c_i$ can accept at most $|X_{c_i}|$ students, i.e., $f(v) = -\infty$ holds when $\exists i \in M, v_i > |X_{c_i}|$.

Let us introduce a very general class of constraints called _hereditary_ constraints. Intuitively, heredity means that if $Y$ is feasible in $F$, then any subset $Y' \subset Y$ is also feasible in $F$. Let $e_i$ denote an $m$-element unit vector, where its $i$-th element is 1 and all other elements are 0. Let $e_0$ denote an $m$-element zero vector $(0, \ldots, 0)$.

**Definition 2.2 (heredity).** We say a family of $m$-element vectors $F \subseteq Z^m$ is _hereditary_ if $e_0 \in F$ and for all $v, v' \in Z^m$, if $v > v'$ and $v \in F$, then $v' \in F$ holds. We say $f$ is _hereditary_ if its induced vectors are hereditary.

Kojima et al. [22] show that when $f$ is hereditary, and its induced vectors satisfy one additional condition called $M^\circ$-convexity, there exists a general mechanism called Generalized Deferred Acceptance mechanism (GDA), which satisfies several desirable properties.²

Let us formally define an $M^\circ$-convex set.

**Definition 2.3 ($M^\circ$-convex set).** We say a family of vectors $F \subseteq Z^m$ forms an $M^\circ$-convex set, if for all $v, v' \in F$, for all $i$ such that $v_i > v'_i$, there exists $j \in \{0\} \cup \{k \in M \mid v_k < v'_k \}$ such that $v - e_i + e_j \in F$ and $v' + e_j - e_i \in F$ hold. We say $f$ satisfies $M^\circ$-convexity if its induced vectors form an $M^\circ$-convex set.

An $M^\circ$-convex set can be considered as a discrete counterpart of a convex set in a continuous domain. Intuitively, Definition 2.3 means that for two feasible vectors $v$ and $v'$, there exists another feasible vector, which is one step closer starting from $v$ toward $v'$, and vice versa. An $M^\circ$-convex set has been studied extensively in discrete convex analysis, a branch of discrete mathematics. Recent advances in discrete convex analysis have found many applications in economics (see the survey paper by Murota [27]). Note that heredity and $M^\circ$-convexity are independent properties.

Kojima et al. [22] show that various real-life distributional constraints can be represented as a hereditary $M^\circ$-convex set. The list of applications includes matching markets with regional maximum quotas [18], individual/regional minimum quotas [11, 14], diversity requirements in school choice [10, 23], distance constraints [22], and so on. However, $M^\circ$-convexity can be easily violated by introducing some additional constraints.

Let us introduce the most basic model where only distributional constraints are college’s maximum quotas.

**Definition 2.4 (maximum quotas).** We say a family of vectors $F \subseteq Z^m$ is given as colleges’ maximum quotas, when for each college $c_i \in C$, its maximum quota $q_{c_i}$ is given, and $v \in F$ iff $\forall i \in M, v_i \leq q_{c_i}$ holds. We say $f$ is given as colleges’ maximum quotas if its induced vectors are given as colleges’ maximum quotas.

If $f$ is given as colleges’ maximum quotas, then $f$ is a hereditary $M^\circ$-convex set, but not vice versa.

With a slight abuse of notation, for two sets of contracts $Y$ and $Y'$, we denote $Y_i \geq Y'_i$ if either (i) $Y_i = \{x\}, Y'_i = \{x'\}$, and $x > x'$ for some $x, x' \in X_c$, or (ii) $Y_i = \{\}$ for some $x \in X_c$ that is acceptable for $s$ and $Y'_i = \emptyset$. Furthermore, we denote $Y_i \geq Y'_i$ if either $Y_i > Y'_i$ or $Y_i = Y'_i$. Also, we use notations like $x > x'$ or $c > c', \text{ where } x$ is a contract, $Y$ is a matching, and $c$ is a college.

Let us introduce several desirable properties of a matching and a mechanism. We say a mechanism satisfies property A if the mechanism produces a matching that satisfies property A in every possible matching market.

First, we define fairness.

**Definition 2.5 (fairness).** In matching $Y$, student $s$ has justified envy toward another student $s'$ if $(s, c) \in X$ is acceptable for $s$, $c > s Y_s$, $(s', c) \in Y$, and $s > c s'$ hold. We say matching $Y$ is fair if no student has justified envy.

Fairness implies that if student $s$ is not assigned to college $c$ (although she hopes to be assigned), then $c$ prefers all students assigned to it over $s$.

Next, we define a series of properties on students’ welfare (efficiency).

**Definition 2.6 (Pareto efficiency).** Matching $Y$ is Pareto dominated by another matching $Y'$ if $\forall s \in S, Y'_s \succeq Y_s$, and $\exists s \in S, Y'_s > Y_s$ hold. Feasible matching $Y$ is Pareto efficient if no other feasible matching Pareto dominates it.

**Definition 2.7 (nonwastefulness).** In matching $Y$, student $s$ claims an empty seat of college $c$ if $(s, c) \in X$ is acceptable for $s$, $c > s Y_s$, and $(Y \setminus Y_s) \cup \{(s, c)\}$ is feasible. We say feasible matching $Y$ is _nonwasteful_ if no student claims an empty seat.

Intuitively, nonwastefulness means that we cannot improve the matching of one student without affecting other students.

When additional distributional constraints (besides colleges’ maximum quotas) are imposed, fairness and nonwastefulness become incompatible in general. One way to address the incompatibility is weakening the requirement of nonwastefulness. Aziz et al. [1] introduce a weaker efficiency concept called _cut-off nonwastefulness_.

**Definition 2.8 (cut-off nonwastefulness).** Feasible matching $Y$ is _cut-off nonwasteful_ if student $s$ claims an empty seat of college $c$, then there exists another student $s'$ such that $c > s' Y'_s$, $s' > c s$, and $(Y \setminus Y_s) \cup \{(s', c)\}$ is infeasible.

Intuitively, we consider the claim of student $s$ to move her to college $c$ from her current match is not considered legitimate if by doing so, another student $s'$ would have justified envy toward $s$. Aziz et al. [1] show that a fair and cut-off nonwasteful matching always exists under hereditary constraints. This result carries over to less general hereditary and $M^\circ$-convex set constraints, as well as weaker efficiency requirements described below. Note that the existence of a fair and cut-off nonwasteful matching does not guarantee the existence of a strategyproof mechanism for obtaining it, as shown in Section 4.

Kamada and Kojima [19] propose another weaker version of the nonwastefulness concept, which we refer to as _weak nonwastefulness_.

**Definition 2.9 (weak nonwastefulness).** In matching $Y$, student $s$ _strongly claims an empty seat of c_ if $(s, c)$ is acceptable for $s$, $c > s Y_s$, and $Y \cup \{(s, c)\}$ is feasible. We say feasible matching $Y$ is _weakly nonwasteful_ if no student strongly claims an empty seat.
Let us define two more weaker efficiency properties.

**Definition 2.10 (no vacant college properties).** We say feasible matching \( Y \) satisfies no vacant college property if student \( s \) claims an empty seat of college \( c \), then \( Y_c \neq \emptyset \) or \( Y_c \neq \emptyset \) holds.

**Definition 2.11 (no empty matching).** In matching \( Y \), student \( s \) very strongly claims an empty seat of college \( c \), when \( Y = \emptyset \), \((s,c) \in X, c \succ_s \emptyset \), and \((s,c) \) is feasible. Feasible matching \( Y \) satisfies no empty matching property if no student very strongly claims an empty seat of any college.

Note that this series of efficiency properties becomes monotonically weaker in this order as long as distributional constraints are hereditary. More specifically, Pareto efficiency implies non-wastefulness, but not vice versa, nonwastefulness implies cut-off nonwastefulness, but not vice versa, and so on.

Next, we introduce strategyproofness.

**Definition 2.12 (strategyproofness).** We say a mechanism is strategyproof if no student ever has any incentive to misreport her preference no matter what the other students report. More specifically, let \( Y \) denote the matching obtained when \( s \) declares her true preference \( \succ_s \), and \( Y' \) denote the matching obtained when \( s \) declares something else, then \( Y_s \succeq Y'_s \) holds.

Here, we consider strategic manipulations only by students. It is well-known that even in the most basic model of one-to-one matching [12], satisfying strategyproofness (as well as basic fairness and efficiency requirements) for both sides is impossible [29]. One rationale for ignoring the college side would be that the preference of a college must be presented in an objective way and cannot be skewed arbitrarily.

### 3 EXISTING MECHANISM

In this section, we briefly introduce existing mechanisms, which are strategyproof for a given class of constraints. First, let us introduce Generalized Deferred Acceptance mechanism (GDA), which works under hereditary \( M^2 \)-convex set constraints [15]. As its name shows, it is a generalized version of the Deferred Acceptance mechanism [12]. To define GDA, we first introduce choice functions of students and colleges.

**Definition 3.1 (students’ choice function).** For each student \( s \), her choice function \( Ch_s \) specifies her most preferred contract within each \( Y \subseteq X \), i.e., \( Ch_s(Y) = \{x\} \), where \( x \) is the most preferred acceptable contract in \( Y \) if one exists, and \( Ch_s(Y) = \emptyset \) if no such contract exists. Then, the choice function of all students is defined as \( Ch(Y) := \bigcup_{s \in S} Ch_s(Y_s) \).

**Definition 3.2 (colleges’ choice function).** We assume each contract \((s,c) \in X \) is associated with its unique strictly positive weight \( w((s,c)) \). We assume these weights respect each college's preference \( \succ_c \), i.e., if \((s,c) \succ_c (s',c') \), then \( w((s,c)) > w((s',c')) \) holds. For \( Y \subseteq X \), let \( w(Y) \) denote \( \sum_{x \in Y} w(x) \). Then, the choice function of all colleges is defined as \( Ch_c(Y) := \arg \max_{Y \subseteq Y} f(w(Y)) + w(Y) \).

As long as \( f \) induces a hereditary \( M^2 \)-convex set, a unique subset \( Y' \) exists that maximizes the above formula. Furthermore, such a subset can be efficiently computed in the following greedy way. Let \( Y' \) denote the set of chosen contracts, which is initially \( \emptyset \). Then, sort \( Y' \) in the decreasing order of their weights. Then, choose contract \( x \) from \( Y \) one by one and add it to \( Y' \), as long as \( Y' \cup \{x\} \) is feasible.

Using \( Ch_s \) and \( Ch_c \), GDA is defined as Mechanism 1. Note that we describe the mechanism using terms like ‘student \( s \) offers’ to make the description more intuitive. In reality, GDA is a direct-revelation mechanism, where the mechanism first collects the preference of each student, and the mechanism chooses a contract on behalf of each student.

Kojima et al. [22] show that when \( f \) induces a hereditary \( M^2 \)-convex set, GDA is strategyproof, the obtained matching \( Y \) satisfies a property called Hatfield-Milgrom stability (HM-stability), and \( Y \) is the student-optimal matching within all HM-stable matchings (i.e., all students weakly prefer \( Y \) over any other HM-stable matching).

**Definition 3.3 (HM-stability).** Matching \( Y \) is HM-stable if \( Y = Ch_s(Y) = Ch_c(Y) \), and there exists no contract \( x \in X \setminus Y \), such that \( x \in Ch_s(Y \cup \{x\}) \) and \( x \in Ch_c(Y \cup \{x\}) \).

Intuitively, HM-stability means there exists no contract in \( X \setminus Y \) that is mutually preferred by students and colleges. Note that HM-stability implies fairness. If student \( s \) has justified envy in matching \( Y \), there exists \((s,c) \in X \setminus Y \), s.t. \((s,c) > Y_s \) and \( w((s,c)) > w((s',c)) \) holds. Then, \((s,c) \in Ch_s(Y \cup \{(s,c)\}) \) and \((s,c) \in Ch_c(Y \cup \{(s,c)\}) \), i.e., \( Y \) is not HM-stable.

Next, we introduce two mechanisms that work for hereditary constraints. The Serial Dictatorship (SD) mechanism [14] is parameterized by an exogenous serial order over the students called a master-list. We denote the fact that \( s \) is placed in a higher/earlier position than student \( s' \) in master-list \( L \) as \( s >_L s' \). Students are assigned sequentially according to the master-list. In our context with constraints, student \( s \) is assigned to her most preferred college \( c \) where \( c \) considers her acceptable (i.e., \((s,c) \in X \) holds) and assigning \( s \) to \( c \) does not cause any constraint violation. More specifically, assume the obtained matching for students placed higher than \( s \) in \( L \) is \( Y \). Then, \( s \) can be assigned to \( c \) when \( f((s,Y \cup \{(s,c)\})) = 0 \) holds. SD is strategyproof and achieves Pareto efficiency.

The Artificial Cap Deferred Acceptance mechanism (ACDA) is defined as follows. First, we choose one vector \( v^n \) s.t. \( f(v^n) = 0 \), and there exists no \( v' > v^n \) where \( f(v') = 0 \), i.e., a maximal feasible vector. Note that \( v' \) must be chosen independently from students’ preferences \( \succ_s \) to guarantee strategyproofness. Then, we apply standard DA, where maximum quota \( q_s \) for each college \( c \) is given as \( v^n_s \). Intuitively, in ACDA, the set of feasible vectors \( F \) is artificially

### Mechanism 1 Generalized Deferred Acceptance (GDA)

**Input:** \( X, Ch_s, Ch_c \)

**Output:** matching \( Y \)

1. \( Re \leftarrow \emptyset \)
2. Each student \( s \) offers her most preferred contract \((s,c) \) which has not been rejected before (i.e., \((s,c) \notin Re \)). If no remaining contract is acceptable for \( s \), \( s \) does not make any offer. Let \( Y \) be the set of contracts offered (i.e., \( Y = Ch_s(X \setminus Re) \)).
3. Colleges tentatively accept \( Z = Ch_c(Y) \) and reject other contracts in \( Y \).
4. If all the contracts in \( Y \) are tentatively accepted at 3, then let \( Y \) be the final matching and terminate the mechanism. Otherwise, \( Re \leftarrow Re \cup \{Y \setminus Z\} \), and go to 2.

Using \( Ch_s \) and \( Ch_c \), GDA is defined as Mechanism 1. Note that
Table 1: Existence of fair and strategyproof mechanism (✓ means such a mechanism exists, ✗ means such a mechanism does not exist, and ✗ ✗ ✗ means even without strategyproofness, a matching that satisfies fairness and the efficiency property may not exist. A red mark represents a new result obtained in this paper)

<table>
<thead>
<tr>
<th>maximum quotas</th>
<th>hereditary &amp; M²-convex set</th>
<th>hereditary M²-convex set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pareto efficiency</td>
<td>✓ [29]</td>
<td>✗ ✗ ✗</td>
</tr>
<tr>
<td>nonwastefulness</td>
<td>✓ [30]</td>
<td>✗ [19]</td>
</tr>
<tr>
<td>cut-off nonwastefulness</td>
<td>✓</td>
<td>✗ [Thm 4.1]</td>
</tr>
<tr>
<td>weak nonwastefulness</td>
<td>✓</td>
<td>✓ [21]</td>
</tr>
<tr>
<td>no vacant college</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>no empty matching</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

reduced to a hyper-rectangle, where v is feasible iff v ≤ v'. ACDA is strategyproof and fair, assuming v' is chosen independently from students’ preferences.

4 EXISTENCE OF FAIR AND STRATEGYPROOF MECHANISM

In this section, we examine whether a fair and strategyproof mechanism exists under a given class of distributional constraints in conjunction with some efficiency property. The classes of constraints we consider are: maximum quotas constraints, hereditary and M²-convex set constraints, and hereditary constraints.

First, we list known results.

- For maximum quotas constraints, fairness, nonwastefulness, and strategyproofness are compatible, i.e., the standard DA satisfies these properties [30]. On the other hand, fairness and Pareto efficiency are incompatible [29].
- For hereditary and M²-convex set constraints, fairness, weak nonwastefulness, and strategyproofness are compatible, i.e., Generalized DA satisfies these properties [21]. On the other hand, fairness and nonwastefulness are incompatible [19].
- For hereditary constraints, fairness, weak nonwastefulness, and strategyproofness are incompatible [8]

Given these known results, the remaining open questions are as follows.

1. Under hereditary and M²-convex set constraints, does a strategyproof, fair, and cut-off nonwasteful mechanism exist?
2. Under hereditary constraints, can a strategyproof and fair mechanism satisfy a property weaker than weak nonwastefulness?

For question (1), we obtain a negative answer, as shown in Theorem 4.1. For question (2), we obtain a stronger result than Cho et al. [8], i.e., Theorem 4.2 shows that no mechanism simultaneously satisfies strategyproofness, fairness, and no vacant college property. Then, we show a simple mechanism that satisfies strategyproofness, fairness, and no empty matching property (Theorem 4.3). In summary, we obtain tight boundaries (at least in the granularity of efficiency properties we consider in this paper) on whether a strategyproof and fair mechanism can satisfy certain efficiency properties for each class of constraints (Table 1).

Theorem 4.1. No mechanism can simultaneously satisfy fairness, strategyproofness, and cut-off nonwastefulness under hereditary M²-convex set constraints.

Theorem 4.2. No mechanism can simultaneously satisfy fairness, strategyproofness, and no vacant college property under hereditary constraints.

Next, we show that there exists a mechanism that satisfies fairness, strategyproofness, and no empty matching property under hereditary constraints. This mechanism utilizes DA. More specifically, for given f, which is hereditary, we construct a set of vectors F’ such that ∀v ∈ F’, f(v) = 0 holds (i.e., F’ is a subset of vectors induced by f), and F’ is a hereditary M²-convex set. Then, we apply GDA by using f’ (where f’(v) = 0 iff v ∈ F’) instead of f. F’ is constructed as follows. We initialize F’ ← {ε0}. Then, for each i ∈ M, if f(ei) = 0, we add ei to F’. Clearly, F’ is an M²-convex set; it contains only ε0 and ei (i ∈ M).

Theorem 4.3. Under hereditary constraints, GDA using f’ is fair, strategyproof, and satisfies no empty matching property.

Proof. For the obtained matching Y by GDA, f'(ν(Y)) = 0 holds. Then, by way of constructing F’, f(ν(Y)) = 0 holds, i.e., Y is feasible. Since f’ induces a hereditary M²-convex set, GDA is strategyproof and fair [22]. Also, as long as there exists (s, c) ∈ X such that c → s, 0 and f’(ν((s, c))) = 0 hold, Y ≠ ∅ holds. This is because if Y = ∅, then (s, c) ∈ Ch_S(Y ∪ {(s, c)}) and (s, c) ∈ Ch_C(Y ∪ {(s, c)}) hold, which violates the fact that GDA obtains an HM-stable matching. □

5 NEW FAIRNESS CONCEPT: ENVY-FREE UP TO k PEERS (EF-k)

In this section, we introduce a weaker fairness concept called envy-free up to k peers (EF-k). For matching Y and student s, let Eo(Y, s) denote {s’ | s’ ∈ S, s has justified envy toward s’ in Y}.

Definition 5.1 (Envy-free up to k peers). Matching Y is envy-free up to k peers (EF-k) if ∀s ∈ S, |Eo(Y, s)| ≤ k holds.

EF-0 is equivalent to fairness. Any matching is EF-(n − 1), where n = |S|.

There are other ways to relax fairness than EF-k. One straightforward way is to minimize the total number of justified envies. However, this criterion can be unfair among students, e.g., one student has many envies while others have only a few. Our definition of EF-k is more egalitarian; it minimizes the envies of the worst student. Other egalitarian criteria are also possible. For example, instead of counting the number of students to whom each student has envy, we can count the colleges at which each student has envy. Also, we can count the number of students by whom each student is envied. Which concept is socially acceptable is difficult to tell. This work is a first step that brings up new research directions in two-sided matching, i.e., how to relax the fairness concept in a socially acceptable way.
We use the following example to show that nonwastefulness and EF-$k$ are incompatible for any $k < n - 1$ under hereditary $M^k$-convex set constraints.

**Example 5.2.** There are $n$ students and $n$ colleges. For each student $s_i$, her preference is: $c_{i+1} \succ s_i \succ c_{i+2} \succ c_i \succ \cdots \succ c_1 \succ c_{i-1} \succ c_{i+1}$. For each college $c_i$, its preference is: $s_1 \succ c_i \succ s_{i+1} \succ c_i \succ \cdots \succ c_1 \succ s_i \succ c_{i-1} \succ c_{i+1}$. In short, for each student $s_i$, her most preferred college $c_{i+1}$ considers her as the least preferred student, and her least preferred college $c_1$ considers her as the most preferred student. Distributional constraints $f$ is defined as: $f(v) = 0$ iff $\forall v \in M$, $\sum_{v \in M} |v| \leq n - 1$ hold, i.e., each college can accept at most one student, and the total number of students accepted to all colleges is at most $n - 1$. Clearly, $f$ induces a hereditary $M^k$-convex set constraint.

**Theorem 5.3.** Under hereditary $M^k$-convex set constraints, there exists a case that no matching is nonwasteful and EF-$k$ for any $k < n - 1$.

**Proof.** Consider the setting in Example 5.2. The total number of accepted students is at most $n - 1$. Also, due to nonwastefulness, exactly one student is unassigned to any college. By symmetry, without loss of generality, let us assume $s_1$ is unassigned. Then, there exists exactly one vacant college, i.e., a college to which no student is assigned. The vacant college must be $c_2$, since if $c_1 (i \neq 2)$ is vacant, student $s_{n-1}$ claims an empty seat of $c_i$. Also, $s_n$ must be assigned to $c_1$. Otherwise, she is assigned to $c_i$ where $3 \leq i \leq n$; she claims an empty seat of $c_2$. Then, $s_{n-1}$ must be assigned to $c_n$. Otherwise, she is assigned to $c_i$ where $3 \leq i \leq n - 1$; she claims an empty seat of $c_2$. By repeating a similar argument, we obtain that each student $s_i (i \neq 1)$ is assigned to her most preferred college $c_{i+1}$. Then, $s_1$ has justified envy toward $s_2, \ldots, s_n$. Thus, $|\text{En}(Y, s_1)| = n - 1$ holds. □

Given Theorem 5.3, a natural question is the complexity of checking the existence of a nonwasteful and EF-$k$ matching (for $k < n - 1$). Let us assume $f$ can be computed in a constant time.

**Theorem 5.4.** Checking whether an EF-$k$ ($k < n-1$) and nonwasteful matching exists or not is NP-complete, even when distributional constraints form a hereditary $M^k$-convex set.

### 6 NEW MECHANISMS

In this section, we introduce two contrasting strategyproof mechanisms that work for general hereditary constraints. The first one (called SD*) satisfies the strongest efficiency property, i.e., Pareto efficiency, while it cannot guarantee EF-$k$ for any fixed $k < n - 1$. The second one (called SD with reserved quotas) satisfies EF-$k$ for any fixed $k < n - 1$, while it can only guarantee a rather weak efficiency property. In the next section, we experimentally show that SD* can guarantee EF-$k$ where $k$ is much smaller than $n - 1$ when colleges’ preferences are similar. Furthermore, we experimentally show that SD with reserved quotas can significantly improve students’ welfare compared to a fair (EF-0) mechanism even when $k$ is very small.

#### 6.1 Pareto efficient mechanism

First, we develop a strategyproof and Pareto efficient mechanism based on SD. For master-list $L$, a pair of students $(s, s')$, and college $c$, we say $c$ disagrees with $L$ for $(s, s')$ if $s' \succ_L s$ and $s \succ c \succ s' \succ c \not\in L$ holds. Otherwise, we say $c$ agrees with $L$ for $(s, s')$. In short, $c$ disagrees with $L$ for $(s, s')$, when $s'$ is ranked higher than $s$ in $L$, both $s$ and $s'$ are acceptable for college $c$, and $c$ prefers $s$ over $s'$. Assume we use SD based on $L$. Then, in obtained matching $Y$, if $c$ disagrees with $L$ for $(s, s')$, $s$ has a chance to have justified envy toward $s'$ in $c$, since $s'$ is chosen before $s$ and can be allocated to $c$, while $s$ might not be allocated to $c$. On the other hand, if $c$ agrees with $L$ for $(s, s')$, then $s$ never has justified envy toward $s'$ in $c$. This is because, the fact that $c$ agrees with $L$ for $(s, s')$ means: (i) $s$ is ranked higher than $s'$ and $s$ is ranked lower than $s'$ in $L$, (ii) $s$ is ranked lower than $s'$ in $c$, or (iii) either $s$ or $s'$ is unacceptable for $c$. In each of the above three cases, $s$ cannot have justified envy toward $s'$ in $c$.

Let $d(L, s)$ denote $|\{(s' | s' \in S \setminus \{s\}, c \in C, c \text{ disagrees with } L \text{ for } (s, s'))\}$, i.e., $d(L, s)$ counts the number of students such that for some college $c$, a disagreement related to $s$ occurs.

The following theorem holds.

**Theorem 6.1.** Assume for master-list $L$, $\forall s \in S$, $d(L, s) \leq k$ holds. Then, SD using $L$ is EF-$k$.

Theorem 6.1 means that if we can choose a good master-list $L$, such that $\max_{s \in S} d(L, s)$ is small, e.g., at most $k$, the obtained matching is guaranteed to be EF-$k$. Note that this guarantee holds independently from the actual distributional constraints and students’ preferences; $k$ can be computed using colleges’ preference profile $\succ_C$ only. Thus, for given students’ preference $\succ_s$, the obtained matching can be EF-$k'$ for $k'$ that is much smaller than $k$ guaranteed by Theorem 6.1; see the experimental results that clarify this in the next section.

Let us examine the problem of finding an optimal master-list (in terms of minimizing $\max_{s \in S} d(L, s)$) for given colleges’ preference profile $\succ_C$.

**Theorem 6.2.** For given colleges’ preference profile $\succ_C$, computing master-list $L$, which minimizes $\max_{s \in S} d(L, s)$ can be done in polynomial time.

Let us call SD mechanism using optimal $L$ as SD*. SD* is strategyproof and Pareto efficient. When we apply SD* to the matching instance presented in Example 5.2, the above algorithm returns $L$ with $\max_{s \in S} d(L, s) = n - 1$ and the obtained matching cannot be EF-$k$ for any $k < n - 1$. In the next section, we show that SD* can be EF-$k$ for smaller $k$ when colleges’ preferences are similar.

Let us examine situations where SD* can be used in practice. Assume there exists an authority who decides a matching based on colleges’/students’ preferences. The authority is allowed to override colleges’ preferences to some extent in order to improve students’ welfare. More specifically, the authority can use its own ordering among students to decide the matching, where the ordering is chosen such that it is as close as possible to colleges’ preferences. Our SD* is based on this idea, which uses ordering $L$ that minimizes $k = \max_{s \in S} d(L, s)$. The obtained matching is guaranteed to be EF-$k$. There can be alternative minimization criteria for choosing $L$, e.g., minimizing the sum of Kendall tau distances (the number of
Then, SDA with reserved quotas \( \bar{v} \) is defined as follows. Choose \( k \) sampled students (the remaining students are regular students). They are assigned by SD with reserved quotas \( \bar{v} \). Let \( Y' \) denote the matching for sampled students. Then, obtain a matching \( Y'' \), by further assigning multiple virtual students, each of which is a copy of sampled students by SD with reserved quotas, until no more student can be assigned. More specifically, let us assume sampled students are \( s_1, \ldots, s_k \). We create virtual students \( s_1, s_2, \ldots \) which are copies of each sampled student \( s_i \). Then, after sampled students are assigned. We assign these virtual students in a round-robin order, i.e., \( s_{k+1}, s_{k+2}, \ldots \). Note that this procedure is just for choosing appropriate \( v^* \); in reality, these virtual students are not allocated to any college. Then, we choose maximal feasible vector \( v^* \) such that \( v^* \geq v(Y'') \) \( \forall \bar{v} \). For each college \( c_i \), we set its maximum quota \( q_{c_i} \), as \( v^* \geq v(Y'') \). and run ACDA for regular students.

**Theorem 6.3.** Assume for \( \bar{v}, f(\bar{v}) = 0 \) holds, and \( \forall i \in M \), such that \( f(e_i) = 0 \) holds, \( \hat{v}_i \geq 1 \) also holds. Then, SDA with reserved quotas \( \bar{v} \) and \( k \)-sampled students is strategyproof, EF-\( k \), and satisfies no vacant college property.

Let us examine situations where SDA can be used in practice. Assume there exist \( k \) distinguished students, e.g., they have excellent achievements in sports / volunteer works, etc., they are from financially difficult families / minority groups, or even chosen by lottery. If giving them priority in college administration is socially acceptable, we can use these distinguished students as sampled students in SDA. Then, the outcome is guaranteed to be EF-\( k \).

### 7 EXPERIMENTAL EVALUATION

First, we show the level of \( k \) that SD* can be guaranteed by using an optimal master-list. We set the number of students \( n \) to 200 and the number of colleges \( m \) to 20. We generate the preference of each college \( c \) using the Mallows model \([9, 25, 26]\); college preference \( \succ c \) is drawn with probability: 

\[
\Pr(\succ c) = \frac{\exp(-\delta(\phi(\succ c), \phi(\succ c)))}{\sum_{c'} \exp(-\delta(\phi(\succ c), \phi(\succ c')))}
\]

Here \( \phi_c \in \mathbb{R}^n \) denotes the spread parameter for colleges, \( \succ c \) is a central preference uniformly randomly chosen from all possible preferences, and \( \delta(\succ c, \succ c') \) represents the Kendall tau distance, which is the number of pairwise inversions between \( \succ c \) and \( \succ c' \). Intuitively, colleges’ preferences are distributed around a central preference with spread parameter \( \phi_c \). When \( \phi_c = 0 \), the Mallows model becomes identical to the uniform distribution, while increasing \( \phi_c \) leads to convergence towards a constant distribution, yielding \( \succ c \). Initially, each \( \succ c \) does not include \( \emptyset \). We insert \( \emptyset \) at the position \( [\rho \cdot n] \) (where \( 0 < \rho < 1 \)).

Figure 1 shows the guaranteed \( k \) when using an optimal master-list by varying the spread parameter \( \phi_c \) and \( \rho \). Each data point is an average of 10 instances. We also show the result when the master-list is randomly chosen. We can see that when the spread parameter becomes larger (colleges’ preferences become more similar), SD* can guarantee EF-\( k \) for smaller \( k \). For example, \( k \) becomes less than 5% of \( n \) when \( \phi_c = 0.6 \). We can see \( \phi_c \) has almost no effect on SD*, while it significantly affects randomly selected master-lists.

Next, we apply SD* to each matching market and measure the obtained level of \( k \) that SD* achieves. We consider the following distributional constraints \([24]\). There exists a set of indivisible resources
Each resource \( r \) has its capacity \( q_r \in \mathbb{N}_{>0} \). For each resource \( r \), its college compatibility list \( T_r \) is defined; resource \( r \) can be allocated to exactly one college in \( T_r \subseteq C \). Mapping \( \mu \) denotes one possible allocation of resources to colleges, i.e., \( \mu : R \rightarrow C \) maps each resource \( r \) to a college \( \mu(r) \in T_r \). For given allocation \( \mu \), the maximum quota of college \( c \) is given as \( q_\mu(c) = \sum_{r \in \mu^{-1}(c)} q_r \), i.e., the maximum quota of each college is endogenously determined as the sum of the capacities of allocated resources. We assume \( f(\gamma) = 0 \) if there exists \( \mu \) s.t. \( v_i \leq q_\mu(c_i) \) holds for all \( i \in M \). Each market has \( |R| = 100 \) resources. For each resource \( r \), we generate \( T_r \) such that each college \( c \) is included in \( T_r \) with probability 0.3. There are 40, 20, and 40 resources with capacity 1, 2, and 3, respectively; thus the total capacity of colleges is equal to \( n \). We generate each student’s preference in a similar way as a college’s preference, i.e., we utilize the Mallows model with spread parameter \( \phi_c \). We do not apply \( \rho \) for students; each student considers all colleges acceptable.

Figure 2 shows the average of 10 instances. The \( x \)-axis shows the guaranteed \( k \) and the \( y \)-axis shows the actually obtained \( k \). We set colleges’ spread parameter \( \phi_C \) to 0.3 and 0.7, and students’ spread parameter \( \phi_S \) to 0.3, 0.5, and 0.7. \( \rho \) is set to 0.7. By definition, each data point must be located in the lower-right half. The result shows the actually obtained \( k \) is much smaller than the guaranteed \( k \). In particular, for \( SD^* \), it is between 0 and 4. For \( SD \), we can see that when \( \phi_S \) becomes larger, the competition among students becomes more intense. As a result, more students tend to have justified envy.

Next, we evaluate \( SDA \) with reserved quotas. By varying \( k \), it can be identical to \( ACDA \) (when \( k = 0 \)) and \( SD^* \) (when \( k = n \)), assuming we use the same master-list as \( SD^* \) and the same reserved quotas. Figure 3 shows the average Borda score of the students varying \( k \) and the students’ spread parameter \( \phi_S \). If a student is assigned to her \( i \)-th choice college, her Borda score is \( m - i + 1 \). We fix the colleges’ spread parameter \( \phi_C \) to 0.7 and \( \rho \) to 0.7. We set reserved quotas \( \nu \) to \( (1, 1, \ldots, 1) \). Each data point represents an average of 10 instances. In this setting, \( SDA \) with \( n \) sampled students (which is identical to \( SD^* \)) guarantees \( EF-k \) for \( k = 9 \) in average. The average Borda score significantly improves as \( k \) increases from the case where \( k = 0 \). Note that increasing the average Borda score by one is significant; each student must be assigned to a strictly better college. The difference between \( k = 0 \) (where \( SDA \) is identical to \( ACDA \)) and \( k = 1 \) becomes larger when \( \phi_S \) becomes larger, i.e., when students’ preferences are similar. We can see that \( SDA \) achieves a high degree of fairness and efficiency with a few sampled students.

In summary, \( SD^* \) is much fairer than \( SD \) with a randomly selected master-list, and can attain \( EF-k' \) for \( k' \) that is much smaller than \( k \) guaranteed by Theorem 6.1. Also, \( SDA \) with reserved quotas is much more efficient than \( ACDA \), and attains very good fairness at the expense of a little efficiency compared to \( SD^* \).

8 CONCLUSIONS AND FUTURE WORKS

When distributional constraints are imposed in two-sided matching, there exists a trade-off between fairness and efficiency. We clarified the tight boundaries on whether a strategyproof and fair mechanism can satisfy certain efficiency properties for each class of constraints. We also established a new fairness requirement called \( EF-k \). We examined theoretical properties related to \( EF-k \), and developed two contrasting strategyproof mechanisms that work for general hereditary constraints. We evaluated the performance of these mechanisms via computer simulation. We believe \( EF-k \) is significant since it brings up many new research topics in constrained matching literature; there remain many open questions related to \( EF-k \). For example, can any strategyproof mechanism guarantee \( EF-k \) for some fixed \( k \) in conjunction with some efficiency property (which is stronger than no vacant college property, e.g., weak nonwastefulness)? Furthermore, there exists another mechanism called Adaptive DA [14] that works for any hereditary constraints. Comparing this mechanism with our newly proposed mechanisms is our immediate future work.
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