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ABSTRACT

Many applications, e.g., in shared mobility, require coordinating a large number of agents. Mean-field reinforcement learning addresses the resulting scalability challenge by optimizing the policy of a representative agent interacting with the infinite population of identical agents instead of considering individual pairwise interactions. In this paper, we address an important generalization where there exist global constraints on the distribution of agents (e.g., requiring capacity constraints or minimum coverage requirements to be met). We propose Safe-M$^3$-UCRL, the first model-based mean-field reinforcement learning algorithm that attains safe policies even in the case of unknown transitions. As a key ingredient, it uses epistemic uncertainty in the transition model within a log-barrier approach to ensure pessimistic constraints satisfaction with high probability. Beyond the synthetic swarm motion benchmark, we showcase Safe-M$^3$-UCRL on the vehicle repositioning problem faced by many shared mobility operators and evaluate its performance through simulations built on vehicle trajectory data from a service provider in Shenzhen. Our algorithm effectively meets the demand in critical areas while ensuring service accessibility in regions with low demand.
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1 INTRODUCTION

Multi-Agent Reinforcement Learning (MARL) is a rapidly growing field that seeks to understand and optimize the behavior of multiple agents interacting in a shared environment. MARL has a wide range of potential applications, including vehicle repositioning in shared mobility services (e.g., moving idle vehicles from low-demand to high-demand areas [41]), swarm robotics (e.g., operating a swarm of drones [2]), and smart grids (e.g., operating a network of sensors in electric system [52]). The interactions between agents in these complex systems introduce several challenges, including non-stationarity, scalability, competing learning goals, and varying information structure. Mean-Field Control (MFC) addresses...
the scalability and non-stationarity hurdles associated with MARL by exploiting the insight that many relevant MARL problems involve a large number of very similar agents working towards the same goal. Instead of focusing on the individual agents and their interactions, MFC considers an asymptotically large population of identical cooperative agents and models them as a distribution on the state space. This approach circumvents the problem’s dependency on the population size, enabling the consideration of large populations. The solutions obtained by MFC are often sufficient for the finite-agent equivalent problem [13, 36, 48, 61] in spite of the introduced approximations. An example of such a system is a ride-hailing platform that serves on-demand trips with a fleet of vehicles. The platform needs to proactively reposition idle vehicles based on their current locations, the locations of the other vehicles in the fleet, and future demand patterns (see Figure 1) to maximize the number of fulfilled trips and minimize customer waiting times. Additionally, the platform may be obligated by external regulators to guarantee service accessibility across the entire service region. The problem quickly becomes intractable as the number of vehicles increases. A further difficulty lies in modeling the traffic flows. Due to numerous infrastructure, external, and driver behavioral factors, which are often region-specific, it is laborious and often difficult to determine transitions precisely [8, 18, 60].

In this paper, we focus on learning the safe optimal policies for a large multi-agent system when the underlying transitions are unknown. In most real-world systems, the transitions must be learned from the data obtained from repeated interactions with the environment. We assume that the cost of obtaining data from the environment is high and seek to design a model-based solution that efficiently uses the collected data. Existing works consider solving the MFC problem via model-free or model-based methods without safety guarantees. However, the proposed Safe Model-Based Multi-Agent Mean-Field Upper-Confidence Reinforcement Learning (SAFE-$M^3$-UCRL) algorithm focuses on learning underlying transitions and deriving optimal policies for the mean-field setting while avoiding undesired or dangerous distributions of agents’ population.

**Contributions.** Section 3 extends the MFC setting with safety constraints and defines a novel comprehensive notion of global population-based safety. To address safety-constrained environments featuring a large population of agents, in Section 4, we propose a model-based mean-field reinforcement learning (MFRL) algorithm called SAFE-$M^3$-UCRL. Our algorithm leverages epistemic uncertainty in the transition model, employing a log-barrier approach to guarantee pessimistic satisfaction of safety constraints and enables the derivation of safe policies. In Section 5, we conduct empirical testing on the synthetic swarm motion benchmark and real-world vehicle repositioning problem, a challenge commonly faced by shared mobility operators. Our results demonstrate that the policies derived using SAFE-$M^3$-UCRL successfully fulfill demand in critical demand hotspots while ensuring service accessibility in areas with lower demand.

## 2 RELATED WORK

Our notion of safety for the mean-field problem extends the frameworks of Mean-Field Games (MFG) and Mean-Field Control (MFC) [30, 31, 38, 39]. For a summary of the progress focusing on MFGs, see [40] and references therein. We focus on MFCs in this work, which assume cooperative agents in contrast to MFGs, which assume competition. [6, 24, 26, 27, 49] address the problem of solving MFCs under known transitions, i.e., planning, while [4, 5, 10–12, 58, 61, 62] consider model-free Q-learning and Policy Gradient methods in various settings. Closest to our approach, [50] introduces $M^3$-UCRL, a model-based, on-policy algorithm, which is more sample efficient than other proposed approaches. Similarly to [15, 17, 33] for model-based single-agent RL and [53] for model-based MARL, $M^3$-UCRL uses the epistemic uncertainty in the transition model to design optimistic policies that efficiently balance exploration and exploitation in the environment and maximize sample efficiency. This is also the setting of our interest. However, safety is not considered in any of these methods.

There are two main ways of handling safety in RL: assigning significantly lower rewards to unsafe states [46] and providing additional knowledge to the agents [56] or using the notion of controllability to avoid unsafe policies explicitly [25]. The following approaches combine the two methods; [7] uses Lyapunov functions to restrict the safe policy space, [14] projects unsafe policies to a safe set via a control barrier function, and [3] introduces shielding, i.e., correcting actions only if they lead to unsafe states. For comprehensive overviews on safe RL, we refer the reader to [23, 29]. As an alternative, [59] demonstrates that the general-purpose stochastic optimization methods can be used for constrained MDPs, i.e., safe RL formulations. Similar to our work, they use the log-barrier approach to turn constrained into unconstrained optimization. Nevertheless, the aforementioned works focus mainly on individual agents, while in large-scale multi-agent environments, maintaining individual safety becomes intractable, and the focus shifts towards global safety measures. For multi-agent problems, previous works focus on satisfying the individual constraints of the agents while learning in a multi-agent environment. For the cooperative problem, [28] proposes two model-free algorithms, MACPO and MAPPO-Lagrangian. MACPO is computationally expensive, while MAPPO-Lagrangian does not guarantee hard constraints for safety. Dec-PG solves the decentralized learning problem using a consensus network that shares weights between neighboring agents [44]. For the non-cooperative decentralized MARL problem with individual constraints, [55] adds a safety layer to multi-agent DDPG [43] similar to single-agent Safe DDPG [19] for continuous state-action spaces. Aggregated and population-based constraints have been addressed in the following works. CMIX [42] extends QMIX [51], which considers average and peak constraints defined over the whole population of agents in a centralized-learning decentralized-execution framework. Their formulation relies on the joint state and action spaces, making it infeasible for a large population of agents. [22] introduces an additional shielding layer that corrects unsafe actions. Their centralized approach suffers from scalability issues, while the factorized shielding method monitors only a subset of the state or action space. For mixed cooperative-competitive settings, [66] uses the notion of returnability to define a safe, decentralized, multi-agent version of Q-learning that ensures individual and joint constraints. However, their approach requires an estimation of other agents’ policies, which does not scale well for large systems. Works considering constraints on the whole population fail to overcome the exponential nature of multi-agent problems or require domain knowledge to factorize the problems into subsets.
Closest to our setting, [48] introduces constraints to the MFC by defining a cost function and a threshold that the discounted sum of costs can not exceed. We propose a different formulation that restricts the set of feasible mean-field distributions at every step, therefore, addressing the scalability issue and allowing for more specific control over constraints and safe population distributions.

3 PROBLEM STATEMENT

Formally, we consider the episodic setting, where episodes $n = 1, \ldots, N$ each have $t = 0, \ldots, T-1$ discrete steps and the terminal step $t = T$. The state space $S \subseteq \mathbb{R}^P$ and action space $A \subseteq \mathbb{R}^q$ are the same for every agent. We use $s_{n,t} \in S$ and $a_{n,t} \in A$, to denote the state and action of agent $i \in \{1, \ldots, m\}$ in episode $n$ at step $t$. For every $n$ and $t$, the mean-field distribution $\mu_{n,t} \in \mathcal{P}(S)$ describes the global state with $m$ identical agents when $m \rightarrow +\infty$, i.e.,

$$\mu_{n,t}(ds) = \lim_{m \rightarrow +\infty} \frac{1}{m} \sum_{i=1}^{m} \delta(s_{n,t}^{(i)}) \in ds,$$

where $\delta(\cdot)$ is the indicator function, and $\mathcal{P}(S)$ is the set of probability measures over the state space $S$.

We consider the MFC model to capture a collective behavior of a large number of collaborative agents operating in the shared stochastic environment. This model assumes the limiting regime of infinitely many agents and homogeneity. Namely, all agents are identical and indistinguishable, therefore, solving MFC amounts to finding an optimal policy for a single, so-called, representative agent. The representative agent interacts with the mean-field distribution of agents instead of focusing on individual interactions and optimizes a collective reward. Due to the homogeneity assumption, the representative agent’s policy is used to control all the agents in the environment.

We posit that the reward $r : S \times \mathcal{P}(S) \times A \rightarrow \mathbb{R}$ of the representative agent is known and that it depends on the states of the other agents through the mean-field distribution.$^1$ Before every episode $n$, the representative agent selects a non-stationary policy profile $\pi_n = (\pi_{n,0}, \ldots, \pi_{n,T-1}) \in \Pi$ where individual policies are of the form $\pi_{n,t} : S \times \mathcal{P}(S) \rightarrow A$ and $\Pi$ is the set of admissible policy profiles. The policy profile is then shared with all the agents that choose their actions according to $\pi_n$ during episode $n$.

We consider a general family of deterministic transitions $f : S \times \mathcal{P}(S) \times A \rightarrow S$. Given the current mean-field distribution $\mu_{n,t}$, the representative agent’s state $s_{n,t}$ and its action $a_{n,t}$, the next representative agent’s state $s_{n,t+1}$ is given by

$$s_{n,t+1} = f(s_{n,t}, \mu_{n,t}, a_{n,t}) + \epsilon_{n,t}, \tag{1}$$

where $\epsilon_{n,t}$ is a Gaussian noise with known variance. We assume that the transitions are unknown and are to be inferred from collected trajectories across episodes.

**Mean-field transitions.** State-to-state transition map in Equation (1) naturally extends to the *mean-field transitions* induced by a policy profile $\pi$ and transitions $f$ in episode $n$ (see [50, Lemma 1])

$$\mu_{n,t+1}(ds') = \int_S \mathcal{P}[s_{n,t+1} \in ds'] \mu_{n,t}(ds), \tag{2}$$

where $s_{n,t+1}$ is the next representative agent state and $\mu_{n,t}(ds) = \mathcal{P}[s_{n,t} \in ds]$ under $\pi_n$ for all $t$. To simplify the notation, we use $U(\cdot)$ to denote the mean-field transition function from Equation (2), i.e., we have $\mu_{n,t+1} = U(\mu_{n,t}, \pi_{n,t}, f)$. We further introduce the notation $z_{n,t} \in Z = S \times \mathcal{P}(S) \times A$ to denote the tuple $(s_{n,t}, \mu_{n,t}, a_{n,t})$.

For a given policy profile $\pi_n$ and mean-field distribution $\mu$, the performance of the representative agent at step $t$ is measured via its expected future reward for the rest of the episode, i.e.,

$$\mathbb{E} \left[ \sum_{j=t}^{T-1} r(z_{n,j}) \mid \mu_{n,t} = \mu \right].$$

Here, the expectation is over the randomness in the transitions and over the sampling of the initial state, i.e., $s_{n,t} \sim \mu$.

### 3.1 Safe Mean-Field Reinforcement Learning

We extend the MFC with global safety constraints$^2$ i.e., the constraints imposed on the mean-field distributions. We consider safety functions $h : \mathcal{P}(S) \rightarrow \mathbb{R}$ over probability distributions. Given some hard safety threshold $C \in \mathbb{R}$, we consider a mean-field distribution $\mu$ as safe if it satisfies $h(\mu) \geq C$, or, equivalently

$$h_C(\mu) := h(\mu) - C \geq 0. \tag{3}$$

We denote the set of safe mean-field distributions for a safety constraint $h_C(\cdot)$ as $\zeta = \{\mu \in \mathcal{P}(S) : h_C(\mu) \geq 0\}$. Hence, our focus is on the safety of the system as a whole rather than the safety of individual agents, as it becomes intractable to handle individual agents’ states and interactions in the case of a large population.

For a given initial distribution $\mu_0$, we formally define the Safe-MFC$^3$ problem as follows

$$\pi^* = \arg \max_{\pi \in \Pi} \mathbb{E} \left[ \sum_{t=0}^{T-1} r(z_{t}) \mid \mu_0 \right] \tag{4a}$$

subject to $\mu_{t+1} = U(\pi_t, \pi_{t+1}, f)$ \tag{4b}

$$s_{t+1} = f(s_{t}, \mu_{t}) + \epsilon_{t}, \tag{4c}$$

$$\mu_{t+1} = U(\mu_{t}, \pi_t, f), \tag{4d}$$

$$h_C(\mu_{t+1}) \geq 0, \tag{4e}$$

where we explicitly require induced mean-field distributions $\{\mu_t\}_{t=1}^T$ to reside in the safe set $\zeta$ by restricting the set of admissible policy profiles $\Pi$ to policy profiles that induce safe distributions. To ensure complete safety, we note that the initial mean-field distribution $\mu_0$ must be in the safe set $\zeta$ as our learning protocol does not induce it (see Algorithm 1).

We make the following assumptions about the environment using Wasserstein 1-distance defined by

$$W_1(\mu, \mu') := \inf_{\gamma \in \Gamma(\mu, \mu')} \mathbb{E}_{(x,y) \sim \gamma} \|x-y\|_1,$$

where $\Gamma(\mu, \mu')$ is the set of all couplings of $\mu$ and $\mu'$ (i.e., a joint probability distributions with marginals $\mu$ and $\mu'$). We further define the distance between $z = (s, \mu, a)$ and $z' = (s', \mu', a')$ as

$$d(z, z') := \|s-s'\|_2 + \|a-a'\|_2 + W_1(\mu, \mu').$$

$^2$For the exposition, we use a single constraint, however, our approach is directly extendable to multiple constraints.

$^3$We refer to formulations under known transitions as control problems, while we reserve the term reinforcement learning for formulations under unknown transitions.
Assumption 1 (Transitions Lipschitz continuity). The transition function $f(\cdot)$ is $L_f$-Lipschitz-continuous, i.e.,
\[\|f(z) - f(z')\|_2 \leq L_f d(z, z').\]

Assumption 2 (Mean-field policies Lipschitz continuity). The individual policies $\pi$ present in any admissible policy profile $\pi$ in $\Pi$ are $L_\pi$-Lipschitz-continuous, i.e.,
\[\|\pi(s, \mu) - \pi(s', \mu')\|_2 \leq L_\pi (\|s - s'\|_2 + W_1(\mu, \mu'))\]
for all $\pi \in \Pi$.

Assumption 3 (Reward Lipschitz continuity). The reward function $r(\cdot)$ is $L_r$-Lipschitz-continuous, i.e.,
\[\|r(z) - r(z')\|_2 \leq L_r d(z, z').\]

These assumptions are considered standard in model-based learning [15, 33, 50, 53] and mild, as individual policies and rewards are typically designed such that they meet these smoothness requirements. For example, we use neural networks with Lipschitz-continuous activations to represent our policies.

3.2 Examples of Safety Constraints

We can model multiple classes of safety constraints $h_C(\cdot) \geq 0$ that naturally appear in real-world applications such as vehicle repositioning, traffic flow, congestion control, and others.

Entropic safety. Entropic constraints can be used in multi-agent systems to prevent overcrowding by promoting spatial diversity and avoiding excessive clustering. Incorporating an entropic term in the decision-making process encourages the controller to distribute the agents evenly within the state space. This might be particularly useful in applications that include crowd behavior, such as operating a swarm of drones or a fleet of vehicles. In such scenarios, we define safety by imposing a threshold $C \geq 0$ on the differential entropy
\[H(\mu) := -\int \log \mu(s) \mu(ds)\]
of the mean-field distribution $\mu$, i.e.,
\[h_C(\mu) := H(\mu) - C.\]

Distribution similarity. Another way to define safety is by preventing $\mu$ from diverging from a prior distribution $\nu_0$. The prior can be based on previous studies, expert opinions or regulatory requirements. We can use a penalty function that quantifies the allowed dissimilarity between the two distributions
\[h_C(\mu; \nu_0) := C - D(\mu, \nu_0),\]
with $C \geq 0$ and where the distance function between probability measures $D : \mathcal{P}(S) \times \mathcal{P}(S) \to \mathbb{R}_{\geq 0}$ depends on the problem at hand.

We provide further examples of safety functions in Appendix B [35] together with proofs that they satisfy Assumption 5.

3.3 Statistical Model and Safety Implications

The representative agent learns about unknown transitions by interacting with the environment. We take a model-based approach to achieve sample efficiency by sequentially updating and improving the transition model estimates based on the previously observed transitions. At the beginning of each episode $n$, the representative agent updates its model based on $\mathcal{D}_1 = \{(s_{i,t}, a_{i,t+1})\}_{i=1}^{T-1}$ and $z_{i,t} = (s_{i,t}, a_{i,t+1})$ is the set of observations in episode $i$ for $i = 1, \ldots, n-1$, i.e., up until the beginning of episode $n$. We estimate the mean $m_{n-1} : Z \to S$ and covariance $\Sigma_{n-1} : Z \to \mathbb{R}^{p \times p}$ functions from the set of collected trajectories $\mathcal{D}_1$, and denote model’s confidence with $\sigma^2_{n-1}(z) = \text{diag}(\Sigma_{n-1}(z))$. We assume that the statistical model is calibrated, meaning that at the beginning of every episode, the agent has high probability confidence bounds around unknown transitions. The following assumptions are consistent with [15, 17, 50, 53] and other literature which aims to exclude extreme functionals from consideration.

Assumption 4 (Calibrated model). Let $m_{n-1}(\cdot)$ and $\Sigma_{n-1}(\cdot)$ be the mean and covariance functions of the statistical model of $f$ conditioned on $n - 1$ observed episodes. For the confidence function $\sigma_{n-1}(\cdot)$, there exists a non-decreasing, strictly positive sequence $\{\beta_n\}_{n \geq 0}$ such that for $\delta > 0$ with probability at least $1 - \delta$, we have jointly for all $n \geq 1$ and $z \in Z$ that $|f(z) - m_{n-1}(z)| \leq \beta_{n-1} \sigma_{n-1}(z)$ elementwise.

Assumption 5 (Estimated confidence Lipschitz continuity). The confidence function $\sigma_n(\cdot)$ is $L_{\sigma}$-Lipschitz-continuous for all $n \geq 0$, i.e.,
\[\|\sigma_n(z) - \sigma_n(z')\|_2 \leq L_\sigma d(z, z').\]

Since the true transition model is unknown in Equation (4c) and Equation (4d), at the beginning of every episode $n$, the representative agent can only construct the confidence set of transitions $\mathcal{F}_{n-1}$ with $m_{n-1}(\cdot)$ and $\sigma_{n-1}(\cdot)$ estimated based on the observations up until the end of the previous episode $n - 1$, i.e.,
\[\mathcal{F}_{n-1} = \left\{ \hat{f} : \hat{f} \text{ is calibrated w.r.t. } m_{n-1}(\cdot) \text{ and } \sigma_{n-1}(\cdot) \right\}\]
(6)
The crucial challenge in Safe-MFRL is that the representative agent can only select transitions $f \in \mathcal{F}_{n-1}$ at the beginning of the episode $n$ and use it instead of true transitions $f$ when solving Equation (4) to find an optimal policy profile $\pi_n^*$. The resulting mean-field distributions $\{\mu_{i,n}\}_{i=1}^T$ are then different from $\{\mu_{i,T}^\pi\}_{i=1}^T$ (i.e., the ones that correspond to the true transition model), and hence the constraint Equation (3) guarantees only the safety under the estimated transitions $\hat{f}$, i.e.,
\[h_C(\hat{\mu}_n) \geq 0.\]
In contrast, the original environment constraint $h_C(\mu_0) \geq 0$ might be violated, resulting in unsafe mean-field distributions under true transitions $f$.

Next, we demonstrate how to modify the constraint Equation (4e) for the optimization problem Equation (4) when an estimated transition function $\hat{f}$ is used from the confidence set $\mathcal{F}_{n-1}$ such that the mean-field distributions $\mu_{i,n}$ induced by the resulting policy profile $\pi_n^*$ do not violate the original constraint under true transitions $f$. First, we require the following property for any safety function $h(\cdot)$.

Assumption 6 (Safety Lipschitz continuity). The safety function $h(\cdot)$ is $L_h$-Lipschitz-continuous, i.e.,
\[\|h(\mu) - h(\mu')\| \leq L_h W_1(\mu, \mu').\]

The following lemma shows that we can ensure safety under true transitions $f$ by having tighter constraints under any estimated transitions $\hat{f}$ selected from $\mathcal{F}_{n-1}$.

Lemma 1. Given a fixed policy profile $\pi_n$, a safety function $h(\cdot)$ satisfying Assumption 6 and a safety threshold $C \in \mathbb{R}$, we have in episode $n$ for all steps $t$
\[|h_C(\hat{\mu}_{n,t}) - h_C(\mu_{n,t})| \leq L_h C_{n,t},\]
where $C_{n,t}$ is an arbitrary constant that satisfies $C_{n,t} \geq W_1(\hat{\mu}_{n,t}, \mu_{n,t})$. 
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Proof. For arbitrary $\tilde{\mu}_{n,t}, \mu_{n,t} \in \mathcal{P}(\mathcal{S})$ we have
\[ |h_C(\tilde{\mu}_{n,t}) - h_C(\mu_{n,t})| = |h(\tilde{\mu}_{n,t}) - h(\mu_{n,t})| \leq L_h W_1(\tilde{\mu}_{n,t}, \mu_{n,t}) \leq L_h C_{n,t}, \]
where the first equality follows from the definition of $h_C(\cdot)$, the first inequality follows from Assumption 6 and the second inequality comes from $C_{n,t} \geq W_1(\tilde{\mu}_{n,t}, \mu_{n,t})$.

Crucially, using Lemma 1 we can formulate a safety constraint for the optimization under estimated transitions $f$ that ensures that the constraint under true transitions $f$ is satisfied with high probability.

Corollary 1. For every episode $n$ and step $t$, $h_C(\tilde{\mu}_{n,t}) \geq L_h C_{n,t}$ implies $h_C(\mu_{n,t}) \geq 0$ guaranteeing the safety of the original system.

Proof. The corollary follows directly from Lemma 1 and the triangle inequality, which are used in the third and the second inequality, respectively
\[ L_h C_{n,t} \leq h_C(\tilde{\mu}_{n,t}) \leq |h_C(\tilde{\mu}_{n,t}) - h_C(\mu_{n,t})| + h_C(\mu_{n,t}) \leq L_h C_{n,t} + h_C(\mu_{n,t}). \]
The claim is obtained by subtracting the positive constant $L_h C_{n,t}$ from both sides.

Then, $C_{n,t}$ for $t = 1, \ldots, T$ become parameters of the optimization problem (as defined in Section 4) that the representative agent faces at the beginning of episode $n$. However, choosing the appropriate values that comply with the condition $C_{n,t} \geq W_1(\tilde{\mu}_{n,t}, \mu_{n,t})$ is not trivial since $\tilde{\mu}_{n,t}$ depends on unknown true transitions of the system. Note that computing $C_{n,0}$ at the initial step $t = 0$ is not necessary because the inequality is always guaranteed due to the initialization $\tilde{\mu}_{n,0} = \mu_{n,0}$ for every episode $n$. In Appendix A [35], we demonstrate how to efficiently upper bound $W_1(\tilde{\mu}_{n,t}, \mu_{n,t})$ and obtain $C_{n,t}$ using the Lipschitz constants of the system and the statistical model’s epistemic uncertainty. In particular, $C_{n,t}$ approaches zero, and $h_C(\tilde{\mu}_{n,t}) \geq L_h C_{n,t}$ reduces to the constraint Equation (4e) as the estimated confidence $\sigma_{n-1}(\cdot)$ shrinks due to the increasing number of observations available to estimate true transitions.

4 SAFE-M3-UCRL

In this section, we introduce a model-based approach for the Safe-MFRL problem that combines the safety guarantees in Corollary 1 with upper-bound confidence interval optimization. At the beginning of each episode $n$, the representative agent constructs the confidence set of transitions $\mathcal{F}_{n-1}$ (see Equation (6)) given the calibrated statistical model and previously observed data and selects a safe optimistic policy profile $\pi^*_n$ to obtain the highest value function within $\mathcal{F}_{n-1}$ while satisfying the safety constraint derived in Corollary 1. In particular, the optimal policy profile $\pi^*_n$ from Equation (4) is approximated at the episode $n$ by
\[ \pi^*_n = \arg \max_{\pi_n \in \Pi} \max \mathbb{E} \left[ \sum_{t=0}^{T-1} r(\tilde{z}_{n,t}) | \tilde{\mu}_{n,0} = \mu_0 \right] \]
subject to
\[ \tilde{a}_{n,t} = \pi_n(\tilde{z}_{n,t}, \tilde{\mu}_{n,t}) \]
\[ \tilde{z}_{n,t+1} = f_{n-1}(\tilde{z}_{n,t}) + \epsilon_{n,t} \]
\[ \tilde{\mu}_{n,t+1} = U(\tilde{\mu}_{n,t}, \pi_{n,t}, \tilde{f}_{n-1}) \]
\[ h_C(\tilde{\mu}_{n,t+1}) \geq L_h C_{n,t+1}. \]

with $\tilde{z}_{n,t} = (\tilde{a}_{n,t}, \tilde{\mu}_{n,t}, \tilde{\mu}_{n,t})$. Equation (7) optimizes over the function space $\mathcal{F}_{n-1}$ which is usually intractable even in bandit settings [20]. Additionally, it must comply with the safety constraint Equation (7e), further complicating the optimization. We utilize the hallucinated control reparameterization and the log-barrier method to alleviate these issues. After the reformulation of the problem, model-free or model-based mean-field optimization algorithms can be applied to find policy profile $\pi_n^*$ at the beginning of episode $n$.

We use an established approach known as Hallucinated Upper Confidence Reinforcement Learning (H-UCRL) [17, 47, 50] and introduce an auxiliary function $\eta: \mathcal{Z} \to [-1, 1]^p$, where $p$ is the dimensionality of the state space $S$, to define hallucinated transitions
\[ \tilde{f}_{n-1}(z) = m_{n-1}(z) + \beta_{n-1}\Sigma_{n-1}(z)\eta(z). \]
Notice that $\tilde{f}_{n-1}$ is calibrated for any $\eta(\cdot)$ under Assumption 4, i.e., $\tilde{f}_{n-1} \in \mathcal{F}_{n-1}$. Assumption 4 further guarantees that every function $\tilde{f}_{n-1}$ can be expressed in the auxiliary form Equation (8)
\[ \forall \tilde{f}_{n-1} \in \mathcal{F}_{n-1} \exists \eta: \mathcal{Z} \to [-1, 1]^p \text{ such that } \tilde{f}_{n-1}(z) = m_{n-1}(z) + \beta_{n-1}\Sigma_{n-1}(z)\eta(z), \forall z \in \mathcal{Z}. \]
Thus, the intractable optimization over the function space $\mathcal{F}_{n-1}$ in Equation (7) can be expressed as an optimization over the set of admissible policy profiles $\Pi$ and auxiliary function $\eta(\cdot)$. Note that $\eta(z) = \eta(s, \mu, \pi(s, \mu)) = \eta(s, \mu)$ for a fixed individual policy $\pi$. This turns $\eta(\cdot)$ into a policy that exerts hallucinated control over the epistemic uncertainty of the confidence set of transitions $\mathcal{F}_{n-1}$ [17]. Furthermore, Equation (8) allows us to optimize over parametrizable functions (e.g., neural networks) $\pi$ and $\eta(\cdot)$ using gradient ascent.

We introduce the safety constraint to the objective using the log-barrier method [64]. This restricts the domain on which the objective function is defined only to values that satisfy the constraint Equation (7e), hence, turning Equation (7) to an unconstrained optimization problem. Combining these two methods yields the following optimization problem
\[ \pi^*_n = \arg \max_{\pi_n \in \Pi} \max \mathbb{E} \left[ \sum_{t=0}^{T-1} r(\tilde{z}_{n,t}) + \log \left| h_C(\tilde{\mu}_{n,t+1}) - L_h C_{n,t+1} \right| \right] \]
subject to
\[ \tilde{a}_{n,t} = \pi_n(\tilde{z}_{n,t}, \tilde{\mu}_{n,t}) \]
\[ \tilde{f}_{n-1}(\tilde{z}_{n,t}) = m_{n-1}(\tilde{z}_{n,t}) + \beta_{n-1}\Sigma_{n-1}(\tilde{z}_{n,t})\eta(\tilde{z}_{n,t}) \]
\[ \tilde{z}_{n,t+1} = \tilde{f}_{n-1}(\tilde{z}_{n,t}) + \epsilon_{n,t} \]
\[ \tilde{\mu}_{n,t+1} = U(\tilde{\mu}_{n,t}, \pi_{n,t}, \tilde{f}_{n-1}) \]
\[ h_C(\tilde{\mu}_{n,t+1}) \geq L_h C_{n,t+1}. \]
with $\tilde{z}_{n,t} = (\tilde{a}_{n,t}, \tilde{\mu}_{n,t}, \tilde{\mu}_{n,t})$ and $\lambda > 0$ being a tuneable hyperparameter used to balance between the reward and the safety constraint. Provided that the set of safe mean-field distributions (assuming the safe initial distribution $\mu_0$ is given) is not empty, $\pi^*_n$ is guaranteed to satisfy the safety constraint during the policy rollout in episode $n$.

Remark 1. Note that Equation (9) can also be used under known transitions by setting $m_{n-1}(\cdot) = f(\cdot), \Sigma_{n-1}(\cdot) = 0$ and $L_h C_{n,t} = 0$, hence, recovering the original constraint $h_C(\tilde{\mu}_{n,t}) \geq 0$ from Equation (3). In Section 5, we utilize this useful property to construct the upper bound for the reward obtained under unknown transitions.
We summarize the model-based learning protocol used by SAFE-M$^3$-UCRL in Algorithm 1. The first step computes constants $C_{n,t}$ introduced in Lemma 1. The second step optimizes the objective in Equation (9). The third and fourth steps collect trajectories from the representative agent and update the calibrated model. While the learning protocol is model-based, the subroutine in Line 3 can use either model-based or model-free algorithms proposed for the MFC due to our reformulation in Equation (9). In Appendix C.3 [35], we introduce modifications of well-known algorithms for optimizing the mean-field setting.

5 EXPERIMENTS

In this section, we demonstrate the performance of SAFE-M$^3$-UCRL on the swarm motion benchmark and showcase that it can tackle the real-world large-scale vehicle repositioning problem faced by ride-hailing platforms.

5.1 Swarm Motion

Due to the infancy of MFRL as a research topic, one of the rare benchmarks used by multiple authors is the swarm motion. [12, 50] view it as MFRL problem, while [21] uses it in the context of MFGs. In this setting, an infinite population of agents is moving around toroidal state space with the aim of maximizing a location-based reward function while avoiding congested areas [1].

Modeling. We model the state space $S$ as the unit torus on the interval $[0, 1]$, and the action space is the interval $A = [-\pi, \pi]$. We approximate the continuous-time swarm motion by partitioning unit time into $T = 100$ equal steps of length $\Delta t = 1/T$. The next state $s_{n,t+1} = f(s_{n,t}) + \epsilon_{n,t}$ is induced by the unknown transitions $f(s_{n,t}) = s_{n,t} + a_{n,t}/\Delta t$ with $\epsilon_{n,t} \sim \mathcal{N}(0, \Delta t)$. The reward function is defined by $r(s_{n,t}) = \phi(s_{n,t}) - 1/2\sigma_{n,t}^2 - \log(\mu_{n,t})$, where the first term $\phi(s) = 2\pi^2(\sin(2\pi s) - \cos(2\pi s)) + 2\sin(2\pi s)$ determines the positional reward received at the state $s$, the second term defines the kinetic energy penalizing large actions, and the last term penalizes overcrowding. Note that the optimal solution for continuous time setting, $\Delta t \to 0$ can be obtained analytically [1] and used as a benchmark. [12, 50] show that MFRL discrete-time, $\Delta t > 0$, methods can learn good approximations of the optimal solution. The disadvantage of these methods is that they can influence the skewness of the mean-field distribution only via overcrowding penalty. Therefore, to control skewness, their only option is to introduce a hyperparameter to the reward that regulates the level of overcrowding penalty. The other hand, SAFE-M$^3$-UCRL controls skewness without trial-and-error reward shaping by imposing the entropic safety constraint $h_C(\mu_{n,t}) = H(\mu) - C \geq 0$, with $H(\cdot)$ defined in Equation (5), instead of having the overcrowding penalty term $\log(\mu_{n,t})$. Since higher entropy translates into less overcrowding, we can upfront determine and upper-bound the acceptable level of overcrowding by setting a desirable threshold $C$.

We use a neural network to parametrize the policy profile $\pi_n = (\pi_{n,0}, \cdots, \pi_{n,T-1})$ during the optimization of Equation (9). The optimization is done by Mean-Field Back-Propagation Through Time (MF-BPTT) (see Appendix C.3.1 [35]). In our experiments, a single neural network shows enough predictive power to represent the whole policy profile, but using $T$ networks, one for each individual policy $\pi_{n,t}$, $t = 0, \ldots, T - 1$, is a natural extension. We use a Probabilistic Neural Network Ensemble [16, 37] to represent a statistical model of transitions, which we elaborate in Appendix C.1 [35]. We represent the mean-field distribution by discretizing the state space uniformly and assigning the probability of the representative agent residing within each interval. We set the safety threshold $C$ as a proportion $p \in [0, 1]$ of the maximum entropy, i.e., $C = p \max_{\phi(\cdot)} H(\mu)$. Note that SAFE-M$^3$-UCRL guarantees safe mean-field distributions only if the initial mean-field distributions $\mu_{n,0}$ at time $t = 0$ are safe for every episode $n$ for given threshold $C$. A generic way for safe initialization is setting $\mu_{n,0}$ as the maximum entropy distribution among all safe distributions $\zeta$.

$$\mu_{n,0} = \arg\max_{\mu \in \zeta} H(\mu).$$

Note that, in general, the safe initial distribution might not exist.

Results. In Figure 2a, we observe the learning curve of SAFE-M$^3$-UCRL for $p = 0.95$ for 10 randomly initialized runs. The learning process is volatile in the initial phase due to the high epistemic uncertainty, but after 50 episodes, all policies converge toward the solution as if the transitions were known. In Figure 2b, we use various thresholds $C$ to show that the entropic constraint effectively influences the degree of agents’ greediness to collect the highest positional reward. By increasing $p$ towards 1, we force agents to put increasingly more emphasis on global welfare rather than on individual rewards. We see that for $p = 0.5$ we obtain a distribution that matches the distribution obtained by the unconstrained $M^3$-UCRL [50] that relies on the overcrowding penalty, while for $p = 0.95$ we significantly surpass the effect that the penalty has on the distribution’s skewness. We also show that the discrete-time solutions with low $p$ serve as a good approximation of the continuous-time optimal distribution $\mu^*$. Furthermore, we observe that the policies under unknown transitions overlap with the solutions learned under known transitions. In Figure 2e, we observe...
5.2 Vehicle Repositioning Problem

Since ride-hailing services, such as Uber, Lyft, and Bolt, gained market share, vehicle repositioning has been a long-standing challenge for these platforms, i.e., moving idle vehicles to areas with high demand. A similar challenge is present in bike-sharing services in many cities and, as of more recently, dockless electric scooter-sharing services such as Bird and Lime. The operator significantly increases profit in the competitive environment by successfully repositioning idle vehicles to high-demand areas. Nevertheless, there might exist regulations imposed by the countries or cities that enforce service providers to either guarantee fair service accessibility or restrict the number of vehicles in districts with high traffic density. Such restrictions prevent operators from greedily maximizing the profit and can be encapsulated by some dispersion metric such as entropy. Solving this problem helps prevent prolonged vehicle cruising and extensive passenger waiting times in the demand hotspots, increasing the service provider’s efficiency and reducing its carbon footprint. Existing approaches to vehicle repositioning range from static optimization over a queuing network [9, 65], model predictive control [32], to RL [41, 45, 63]. The main advantage of Safe-M$^3$-UCRL is the capability of controlling a large fleet of homogeneous vehicles and enforcing efficient coordination to match the spatiotemporal demand distribution. Additionally, the safety constraint introduced into the model guarantees service accessibility by ensuring idle vehicles are spreading over the study region. Although accessibility has not been widely discussed in the literature on vehicle repositioning, it is expected to be an important fairness constraint when shared mobility services become a prevailing travel mode [54].

**Modeling.** Ride-hailing operations can be modeled as sequential decision-making, which consists of passenger trips followed by repositioning trips operated by a central controller as illustrated in Figure 1. We assume that the controller has access to the locations of vehicles in its fleet and communicates the real-time repositioning actions to the drivers via electronic devices. Nevertheless, since the fleet is operating in a noisy traffic environment, repositioning usually cannot be executed perfectly. We assume that vehicles can move freely within the area of our interest, which is represented by a two-dimensional unit square, i.e., the state-space $S = [0, 1]^2$, and repositioning actions are taken from $A = [-1, 1]^2$. The objective of our model is to satisfy the demand in the central district of Shenzhen while providing service accessibility in the wider city center. We restrict our modeling horizon to three evening peak hours, which are discretized in fifteen-minute operational intervals, i.e., $T = 12$, and each episode $n$ represents one day. We model service providers goal of maximizing the coverage of the demand by the negative of the Kullback-Leibler divergence between the vehicles’ distribution $\mu_n$ and demand for service denoted as $\rho_0$, i.e., $r(\Delta_n,t) = -D_{KL}(\rho_0 || \mu_n)$. In particular, the demand distribution $\rho_0 \in \mathcal{P}(S)$ represents a probability of a trip originating in the infinitesimal neighborhood of state $s \in S$ during peak hours (see Figure 3a). We estimate a stationary demand distribution $\rho_0$ from the vehicle trajectories collected in Shenzhen, China, in 2016. If the passenger’s trip originates at $s \in S$ the likelihood of its destinations is defined by the mapping $\Phi : S \rightarrow \mathcal{P}(S)$, which we fit from the trip trajectories. We use $\Phi(\cdot)$ to define sequential transitions by...
first executing passenger trips followed by vehicle repositioning. Formally, the next state $s_{n,t+1} = f(s_{n,t}) + \epsilon_{n,t}$ is induced by the unknown transitions $f(s_{n,t})$ is a Gaussian with a known variance $\sigma^2$ truncated at the borders of $S$ and $I_2$ is the $2 \times 2$ unit matrix. Notice that the controller determines repositioning actions given intermediate states $s^\Phi_{n,t}$ obtained after executing passenger trips. We use entropic safety constraint $h_C(\mu_{n,t}) = H(\mu) - C \geq 0$ to enforce the service accessibility across all residential areas (see Figures 3c to 3d). Consequently, the optimization objective in Equation (9) trades off between greedily satisfying the demand $\rho_0$ and adhering to accessibility constraint imposed by $h_C(\cdot)$. Identically to the swarm motion experiment, we use a neural network to parametrize the policy profile $\pi_n$, which we optimize by MF-BPTT. A statistical model of the transitions is represented by a Probabilistic Neural Network Ensemble, while $\mu_{n,0}$ is initialized using Equation (10). We represent the mean-field distribution by discretizing the state space into the uniform grid.

Results. The entropy of the target distribution, $\rho_0$ in Figure 3a, already achieves $p = 0.67$ of the maximum due to a wide horizontal spread. To enforce vertical spread, we require an additional 18 percentage points of entropy as a safety constraint. Concretely, we use $p = 0.85$ to set the threshold as the proportion of maximum entropy and proceed by optimizing the policy profile in Equation (9). Due to the lack of an analytical solution for Equation (9), we use a policy profile trained under known transitions as a benchmark. We observe that the learned policy profile $\pi^*_n$ converges to the policy profile under known transitions in $n = 80$ episodes. Figure 2d shows two phases of the learning process. During the first 60 episodes, the performance is volatile, but once the epistemic uncertainty around true transitions is tight, the model exploits it rapidly by episode 80.

In Figure 2f, we empirically show that Safe-M$^3$-UCRL addresses this problem by leveraging epistemic uncertainty under an unknown transition model and employing a log-barrier approach to ensure conservative satisfaction of the constraints. Beyond the synthetic swarm motion experiment, we showcase the potential of our algorithm for real-world applications by effectively matching the demand distribution in a shared mobility service while consistently upholding service accessibility. In the future, we believe that integrating safety in intelligent multi-agent systems will have a crucial impact on various applications, such as autonomous ride-hailing, firefighting robots and drone/robot search-and-rescue operations in complex and confined spaces.

6 CONCLUSION

We present a novel formulation of the mean-field model-based reinforcement learning problem incorporating safety constraints. Safe-M$^3$-UCRL addresses this problem by leveraging epistemic uncertainty under an unknown transition model and employing a log-barrier approach to ensure conservative satisfaction of the constraints. Beyond the synthetic swarm motion experiment, we showcase the potential of our algorithm for real-world applications by effectively matching the demand distribution in a shared mobility service while consistently upholding service accessibility. In the future, we believe that integrating safety in intelligent multi-agent systems will have a crucial impact on various applications, such as autonomous ride-hailing, firefighting robots and drone/robot search-and-rescue operations in complex and confined spaces.
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