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ABSTRACT
Automated intervention policies have become highly prevalent
within firms, with "algorithmic personalization" techniques at their
foundation. These methods leverage individual-level data to decide
which groups should be targeted by the firm’s policies. While such
policies are naturally guided by the multi-dimensional heterogene-
ity that exists among individuals, relying on some dimensions of
such heterogeneity may unintentionally result in biased outcomes
for socially-disadvantaged groups.

This work focuses on a particular form of personalization: Uplift
Modeling.While research on fairness in algorithmic personalization
has been growing in recent years, the broader societal impact of
Uplift Modeling has largely been overlooked in previous technical
work. We introduce the first in-processing, learning-based method
for Fair Uplift Modeling, applicable in both static and dynamic envi-
ronments. Our Uplift Models are evaluated on real-world datasets,
demonstrating promising results.
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1 INTRODUCTION AND KEY IDEAS
Automated targeting policies have become highly prevalent within
firms. At the core of such policies are “algorithmic personalization”
techniques: a set of automatedmethodologies that utilize customers’
personal data to decide which customer should be assigned a given
treatment. While such personalized policies are guided by the multi-
dimensional heterogeneity that exists among individuals, relying
on some dimensions of such heterogeneity when creating the policy
can become a double-edged sword as it might lead to discriminatory
behaviors, resulting from the policy having a substantially different
impact on different groups of the population. While impact dis-
parities among different groups of the population are considered
legitimate if the groups mostly differ in their unprotected attributes
such as interests or talents , other attributes such as race and gen-
der are considered protected attributes; a policy disproportionately
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affecting different groups based on such protected attributes is
considered an unethical policy both socially and legally [36].

This work focuses on a specific type of personalization endeavor
used extensively in the marketing domain, Uplift Modeling. Intu-
itively, Uplift Modeling aims at predicting not only an individual’s
tendency to perform a behavior of interest given her unique pro-
file but rather the causal effect of a treatment on the individual’s
tendency to perform the behavior of interest. Uplift Modeling thus
yields a personalized intervention policy in which intervention de-
cisions are determined based on the estimated incremental impact
of the treatment instead of its absolute impact. Our goal is to de-
sign Uplift models resulting in intervention policies that are both
highly effective, yielding high profits to firms who use them, and at
the same minimize outcome disparities resulting from the policies’
deployment in heterogeneous environments.

1.1 Disparate Treatment and Disparate Impact
U.S. anti-discrimination law identifies two types of discriminatory
behavior. The first, disparate treatment law, seeks to prevent deci-
sions that intentionally rely on protected characteristics [7]. The
second, disparate impact law, makes illegal policies that result in un-
necessary and unjustified disproportionate effects. [Griggs v. Duke
Power Co., 401 U.S. 424 (1971)]. The main difference between the
two forms of discriminatory conduct is the stage they are located
within the policy’s life cycle: while treatment-based disparities are
concerned with policymakers’ intentions, impact-based disparities
are concerned with the effects of a policy, even if the discriminatory
effects are unintentional.

To illustrate the two notions of discrimination, let us consider the
following scenario: Amazon is launching a new Prime service. As
Amazon often partners with its subsidiaries for marketing its own
services, Amazon decides to promote its new service via the follow-
ing coupon campaign: each individual targeted with a coupon and
registers for the new service receives a 20-dollar coupon for pur-
chases made at Amazon’s subsidiary, Whole Foods Market. Since
African-American individuals tend to buy less online [34], Ama-
zon decides to target only non-African-American individuals with
coupons. Such an intervention policy will result in disparate treat-
ment on the race attribute and hence trivially to disparate impact.

Let us consider a different scenario, in which the U.S. extends
the Fair Housing Act [13] so it also applies to online retail. In such a
case, Amazon can no longer explicitly determine its targeting policy
based on customers’ ethnicity. Instead, Amazon decides to target
only individuals from high-income households, knowing that such
individuals are more likely to buy from Amazon compared to those
from low-income households [35].
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Observation: The ethnic composition of high-income house-
holds in the U.S. is disproportionately biased towards non-African-
American individuals [14].

In such a case, even though the policy does not explicitly under-
target AfricanAmericans, the proportion of non-African-Americans
using the new service will likely be significantly higher than the
proportion of African Americans compared to each group’s repre-
sentation in the overall population. The strong correlation between
income level and ethnicity leads to fewer African Americans be-
ing targeted with coupons, which most likely will lead to fewer
registrations to the new service, resulting in disparate impact.

The former is the most well-researched disparate-impact source,
which we refer to as Disproportionate Treatment Allocation: The
disproportionate effects are caused by a disproportionate treatment
allocation based on an attribute that is strongly correlated with a
protected attribute. However, there exists another, more elusive
source of disparate impact that is hardly addressed in prior technical
work.

Let us consider a third scenario, in which one of Amazon’s stake-
holders is particularly interested in promoting Amazon’s compli-
ance with diversity and inclusion values [40]. Thus, the stakeholder
strictly opposes policies resulting in racial disparities. Amazon
thus decides to equally target African American individuals and
non-African-American individuals (with respect to each group’s
proportion in the population) hoping that by using such a balanced
targeting policy the final outcome, registration to the new service,
will be balanced ethnicity-wise.

Observation: Premium grocery stores are missing from African-
American neighborhoods [9].

Observation: Proximity has a strong effect on consumers’ deci-
sion on where to shop [1].

In such a case, though the intervention is proportionally bal-
anced, the proportion of non-African-Americans using the new
service will likely be significantly higher than the proportion of
African Americans compared to each group’s representation in
the overall population. The coupon is less attractive to African-
American individuals than to those from other ethnic groups, lead-
ing to their disproportionate decision not to join the new service.
The campaign thus results in disparate impact, even though it is
disparate-treatment-free. Importantly, the disproportionate effects
are caused by what we refer to as decisional disparities: systematic
differences in self-selected outcome decisions made by each demo-
graphic group within the treated population.

Using the above illustration, one can identify three different
sources of disparate impact in personalized intervention policies:
Disproportionate Treatment Allocation, Decisional Disparities within
the treated population, and Decisional Disparities within the un-
treated population (an illustration of the latter was not given due
to lack of space). We claim that uplift models aimed at minimizing
disparate impact must account for all sources of disparate impact
including decisional disparities even though those result from cus-
tomers’ self-selected choices and are thus perceived as lying be-
yond the policymaker’s control; this is essential in order to prevent
firms from misusing implicit correlations between the nature of the
intervention and subjects’ preferences in order to systematically
discriminate certain demographic groups while still maintaining a
neutral-looking policy.

To determine whether a policy results in disparate impact, we
use a formal test of disparate impact which typically consists of
three key elements.

1. Adverse impact: The policy disproportionately impacts the
minority group [New York City Env’t Just. All. v. Giuliani, 214 F.3d
65 (2d Cir. 2000)].

2. No Justification: The adverse impact does not have a substan-
tial justification rooted in a legitimate policy goal [Texas Dep’t of
Hous. & Cmty. Affs. v. Inclusive Communities Project, Inc., 576 U.S.
519 (2015)].

3. Less discriminatory alternative: Even if the disparate impact is
justified, the one claiming against the policy will prevail if there is
an alternative feasible policy with less adverse impact on the minority
group [Elston v. Talladega Cnty. Bd. of Educ., 997 F.2d 1394 (11th
Cir. 1993)].

This work focuses on the third element:We develop Uplift models
for the automatic design of disparate-impact minimizing, personal-
ized intervention policies. Furthermore, we show that such policies
not only exist, but are also feasible in the sense of achieving an
accuracy level that is comparable to that of more biased, discrimina-
tory policies. By doing that, we present an alternative feasible policy
with less adverse impact on the minority group as article 3 requires.
The uplift models presented in this work are able to account for
all sources of bias using the same underlying model by departing
from the traditional preprocessing and postprocessing methods and
instead directly regularizing the predicted outcome during training.
By regularizing only the model’s predicted outcomes without en-
forcing any constraints on the model’s treatment allocation, we are
able to account for all three disparate-impact sources, both those
that stem from disproportionate treatment allocation and those that
stem from decisional disparities.

The metric that we use to quantify the level of disparate im-
pact produced by a policy in this work is the "Equalized Relative
Factual Outcome" metric, which can be seen as the equivalent of
demographic parity used in the disparate-treatment context [15]:
An ideal policy, fairness-wise, is a policy that results in each group
having a positive factual outcome rate that equals to the group’s
proportion in the general population. Formal definitions of the
above are given in Section 2.

1.2 Our contributions
In this work, we present the first in-processing uplift-modeling
approach for minimizing all sources of disparate impact, includ-
ing those that stem from decisional disparities, in both static and
dynamic environments. Our unique contributions are as follows:

1. Unlike prior work on algorithmic bias which focuses on tradi-
tional predictive modeling, we focus on bias minimization in uplift
modeling techniques.

2. Unlike prior work on the use of machine learning for de-
signing fair personalized policies which have traditionally focused
on disparate-treatment minimization, our work aims at designing
new uplift models for minimizing disparate impact in personalized
intervention policies.

3. Unlike prior works on fair personalized policies that are limited
to static policies, we present disparate-impact-minimizing models
that support the creation of dynamic policies; that is, our models
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aim at minimizing the cumulative disparate impact in multi-step
intervention policies.

2 PROBLEM DESCRIPTION
We consider a setting in which a firm initiates a business process
aimed at obtaining a given outcome — known to be positively corre-
lated with a given treatment ("intervention") that can be applied to
customers by the firm. However, due to cost-related constraints the
firm can only treat a limited number of customers. The firm’s goal
is thus to create a personalized intervention policy: a mapping from
customers to treatment assignment, guiding the firm which cus-
tomers to treat. In order to ensure cost-effective interventions, the
firm uses an Uplift Modeling technique for creating the intervention
policy, as we describe below.

We consider a set of 𝑛 customers, each associated with a vector
of features 𝑋𝑖 ∈ X. We assume a subset of the features, 𝑋𝑠

𝑖
to be

protected (i.e. it includes attributes such as age and gender). In the
next sections, for simplicity of explanation we assume that |𝑋𝑠

𝑖
| = 1

and refer to the protected attribute as 𝑆 , a discrete attribute; our
methods can be trivially extended to consider 𝑋𝑠

𝑖
of any size and of

any type.
Each customer can be assigned one of 𝑀 treatments,𝑊𝑖 ∈ W,

|W| = 𝑀 . For simplicity, we consider the traditional case where
𝑀 = 2; our models can be easily extended to the case of an arbitrary
𝑀 . Each of the 𝑛 customers is further associated with multiple
potential outcomes 𝑌 𝑗

𝑖
denoting the outcome of customer 𝑖 when

receiving a treatment 𝑗 . In our simplified setting assuming𝑀 = 2,
we consider only𝑌 0

𝑖
and𝑌 1

𝑖
:𝑌 0

𝑖
denotes customer 𝑖’s outcome when

she does not receive the treatment and 𝑌 1
𝑖
denotes customer 𝑖’s

outcome when she receives the treatment.
Our goal is to create an intervention policy Π : X → W which

maximizes the firm’s utility given a fixed cost, 𝐶 , denoting the
number of customers that can be treated:

𝑈 =
1
𝑛

𝑛∑︁
𝑖=1

𝐸 [𝑌Π (𝑋𝑖 )
𝑖

] (1)

A well-known approach for obtaining such policy is building an
Uplift Model which estimates 𝜏𝑖 , the conditional average treatment
effect (CATE):

𝜏𝑖 (𝑥) = 𝐸 [𝑌 1
𝑖 − 𝑌 0

𝑖 |𝑋𝑖 = 𝑥] (2)
And using 𝜏 as well as 𝐶 for selecting whom to treat. Assuming
only two types of treatments, the common way to estimate 𝜏𝑖 using
𝑊𝑖 is:

𝜏𝑖 (𝑥) = 𝐸 [𝑌𝑖 |𝑋𝑖 = 𝑥,𝑊𝑖 = 1] − 𝐸 [𝑌𝑖 |𝑋𝑖 = 𝑥,𝑊𝑖 = 0] (3)

We refer to a disparate-impact-minimizing intervention policy
as a policy, Π, that provides a balanced relative-factual-outcome
distribution with respect to a protected attribute 𝑆 . Specifically, the
following must hold for the outcome distribution imposed by Π
and its corresponding𝑊 :

𝑃 (𝑌 = 1|𝑊,𝑆 = 0) = 𝑃 (𝑌 = 1|𝑊,𝑆 = 1) (4)

3 RELATEDWORK
Most approaches to fair intervention policies can be categorized
into two groups: preprocessing-based solutions and postprocessing-
based solutions. Preprocessing-based solutions are mostly based on

debiasing techniques [16, 29]. While debiasing techniques can be
efficient they also have their limitations: the inability to adequately
account for dependencies between the protected attributes and
other variables [10]. Postprocessing works frame the problem as a
constrained optimization problem, adding fairness constraints to
the post-inference optimization problem [3, 19]. Such approaches
become less efficient as the number of features increases.

Our research builds on existing works on algorithmic personal-
ization [5, 6, 20, 24–26, 28, 30, 31, 37, 41, 43], some of which are ex-
plicitly aimed at introducing new uplift modeling techniques. How-
ever, such works have generally ignored any outcome-based fair-
ness considerations in policy design, as well as fairness of allocation
in dynamic intervention policies. Our work also builds on existing
literature on bias and fairness [2, 4, 10, 11, 17, 18, 21, 32, 36, 38, 42]
which focuses on uncovering biases and their causes as well as
offering conceptual solutions for addressing such biases. Our work
differs from the above works in that it offers a systematic approach
to disparate-impact minimization which is both self-contained and
thus does not require additional pre-processing or post-processing
steps, and at the same time accounts for all sources of disparate
impact including explicitly accounting for decisional disparities.
Furthermore, unlike the aboveworks, our work considers the notion
of long-term disparate impact and presents models for balancing
utility and outcome fairness in dynamic environments.

4 DISPARATE-IMPACT-MINIMIZING
NETWORKS

In this section, we present our first approach for creating uplift mod-
els for disparate-impact-minimizing intervention policies: Disparate-
Impact-Minimizing Networks (DIMN). A DIMN is a multi-task neu-
ral network constrained to minimize the disparate impact in the
network’s predictions. Here, we consider a static setting in which
given a cost, 𝐶 , all 𝐶 individuals to be treated are chosen at the
same point in time.

The network architecture is based on the idea of multi-task
learning [12] in whichmultiple tasks are being learned in parallel by
different parts of the same network thus on the one hand leveraging
the ability to cross-learn among the shared parts of different tasks,
gaining insights from one task and applying them for learning other
similar tasks, and on the other hand allowing enough flexibility for
each task to learn its own decision boundary.

Specifically, our network is composed of two types of layers:
shared layers, 𝐿𝑠 , and idiosyncratic layers, 𝐿𝑝 . The shared layers
are shared among all the tasks to be learnt. The idiosyncratic layers
are task-specific. Our network incorporates𝑀 + 1 learning tasks,
where𝑀 denotes the number of interventions that can be used. For
simplicity of explanation, we assume now that𝑀 = 2. The first two
separate, though related learning tasks are learning the response
surface 𝐸 [𝑌 1

𝑖
|𝑋𝑖 = 𝑥] and learning the response surface 𝐸 [𝑌 0

𝑖
|𝑋𝑖 =

𝑥]. Learning those two tasks using a multitask network has multiple
benefits: on the one hand, the idiosyncratic layers can be used to
compensate for the lack of flexibility of S-type models. Flexibility
is an extremely important property in that context, especially in
high-dimensional spaces where the response surfaces might have
very different properties. On the other hand, having only a single
model to estimate all outcomes, unlike other meta-models such
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as the T-model, results in higher statistical accuracy and can also
better account for imbalanced datasets [27, 31].

A key novel architectural feature of our model is what we refer
to as "IPM regularization". Our model is regularized to reduce the
disparate impact resulting from our interventions. This is done by
adding a third (or more generally,𝑀 + 1th) task to our multi-task
network: an additional head aimed at regularizing our predictions
using an Integral Probability Metric (IPM). An IPM measures the
distance between two distributions; in our case, those distributions
are 𝑃 (𝑌 = 1|𝑊,𝑆 = 0) and 𝑃 (𝑌 = 1|𝑊,𝑆 = 1). The loss associated
with the regularization head aims at minimizing the IPM distance
between the two distributions, thus constraining the predictions of
𝑌 𝑗 ’s heads, used to compute 𝜏 .

We train the network in an end-to-end manner, jointly learn-
ing all the potential outcomes by minimizing both the regression
losses and the IPM distance between the protected and unprotected
distributions induced by the representation. This can be viewed as
learning the functions𝑚0 and𝑚1 under a constraint that encour-
ages a balanced positive outcome across populations with different
values of 𝑆 . The dataset, 𝐷 , is seen as comprising two batches: a
treated batch: customers 𝑖 such that𝑊𝑖 = 1 and a control batch:
customers 𝑖 such that𝑊𝑖 = 0. The network is trained by alternating
between the different "batches": at epoch 𝑒 , we use all the batches
to train all the shared layers, but only the idiosyncratic layers asso-
ciated with batch 𝑒%𝑀 . Our loss function is shown in Equation 5:

L(𝑌,𝑌 ) =
𝑛∑︁
𝑖=1

(1 −𝑊𝑖 ) ∗ (𝑌 0
𝑖 − 𝑌𝑖 )2 +𝑊𝑖 ∗ (𝑌 1

𝑖 − 𝑌𝑖 )2+

𝛿 ∗ IPM(𝑃 (𝑌 = 1|𝑊,𝑆 = 0), (𝑃 (𝑌 = 1|𝑊,𝑆 = 1))) (5)

WhereIPM denotes a concrete IPM scheme such as the Maximum
Mean Discrepancy [39].

The fairness-accuracy trade off is expressed via the hyperpa-
rameter 𝛿 . When 𝛿 is set to 0, no fairness constraints will be im-
posed. At higher values of 𝛿 , the disparate impact resulting from
our policy will decrease, yet beyond a certain point the policy’s
accuracy will also start decreasing. An interesting point to consider
is that, beyond a certain value of 𝛿 , the decreasing policy’s accu-
racy will also lead to an increasing disparate impact since, unlike
disparate-treatment minimization, disparate-impact minimization
necessitates the model to have a good accuracy so it can effectively
predict the population’s outcomes.

5 CUMULATIVE DISPARATE IMPACT
In the previous section, we considered a setting to which we re-
ferred as the static setting: given a cost, 𝐶 , Π chooses all the 𝐶
customers it treats at the same time. In this section, we consider
an alternative setting: the dynamic setting. In the dynamic setting,
featuring a multi-step intervention policy, a firm aims at making
𝑇 sequential intervention decisions, 𝑑1 . . . 𝑑𝑇 , corresponding to 𝑇
points in time, 𝑡 ∈ 1 . . .𝑇 . Given such a 𝑇 -step process, our goal is
to design a dynamic uplift modeling technique that optimizes both
the cumulative utility and the cumulative disparate impact resulting
from the entire policy; that is, both maximizing the global policy’s
utility and minimizing its global disparate impact at time 𝑇 instead
of optimizing the local utility and disparate impact at the end of
each intervention period, 𝑡 ∈ 1 . . .𝑇 .

To better illustrate the problem, let us revisit the example given in
Section 1. Assume that in January 2022, Amazon decides to formally
launch its new Prime service in January 2023. Instead of a one-
time promotional coupon campaign taking place in January 2022
and targeting 𝐶 customers, Amazon decides to launch a monthly
promotional coupon campaign with a dynamic targeting policy that
may change every month throughout 2022, targeting 𝐶𝛼 (0 < 𝛼 <

1) customers every month. Having decided to launch a dynamic,
monthly campaign, Amazon should also take a different approach
to disparate-impact minimization. Since the promotional campaign
ends in January 2023, Amazonmust ensure that the global registered
population— that is, the overall group of customers registered to the
new service by January 2023 — is balanced ethnicity-wise. However,
when determining each month’s targeting policy, Π𝑡 , Amazon can
only observe the local race-based imbalance, 𝛾𝑡 , with respect to the
current month, 𝑡 , resulting from prior months’ policies Π1 . . .Π𝑡−1.
Amazon’s challenge is thus the following: for each targeting period,
𝑡 , it should create a targeting policy that minimizes the cumulative
disparate impact, F𝑇 , at the end of the 𝑇 -step campaign (that is,
in January 2023), given its current, local knowledge at time 𝑡 of
customer’s features 𝑋𝑖,𝑡 ; current race-based imbalance, 𝛾𝑡 ; and the
outcomes of prior targeting policies, 𝑌𝑖,1 . . . 𝑌𝑖,𝑡−1.

6 DISPARATE-IMPACT-MINIMIZING AGENTS
The goal of a Disparate-Impact-Minimizing Agent (DIMA) is de-
signing fair multi-step intervention policies: a 𝑇 -step intervention
policy composed of 𝑇 local decisions, aimed at maximizing the
cumulative utility and minimizing the cumulative disparate impact.
We implement Disparate-Impact-Minimizing Agents using a multi-
task reinforcement learning framework, on which we elaborate in
this section.
NotationsWe consider a similar setting to the one in prior sections
where𝑊𝑖,𝑡 denotes whether customer 𝑖 was treated at step 𝑡 ; 𝑌𝑖,𝑡
denotes the outcome of customer 𝑖 at time 𝑡 ;𝑋𝑖,𝑡 denotes the feature
vector of customer 𝑖 at time 𝑡 . We further introduce the notation
< 𝑡 , which denotes the statement "at each step before step 𝑡".

The building blocks of our framework are an action, 𝑎𝑡 ; a state,
𝑠𝑡 ; a reward, 𝑟𝑡 ; and two models: a CATE-prediction model,𝑚𝑝𝑟𝑒𝑑 ,
and a policy-optimization model,𝑚𝑜𝑝𝑡 . A key novel feature of our
framework is itsmulti-task optimization, combining both CATE pre-
diction and policy estimation. Our framework alternates between
two steps: an optimization step and a prediction step, explicitly
using the outcome of the prediction step at step 𝑡 as features to the
optimization step at time 𝑡 , and implicitly using the outcome of the
optimization step at time 𝑡 to further enhance the prediction model
used at the next prediction step at time 𝑡 + 1.

To illustrate the idea, let us revisit our coupon campaign example.
Given themulti-step campaignAmazon launches from January 2022
to January 2023 (𝑇 = 12), let us assumewe are now inMarch, design-
ing the targeting policy of March’s campaign. At the beginning of
March, we are able to first observe February’s registration decisions
(outcomes) of all customers, {𝑌𝑖,2}. February’s outcomes, as well as
the corresponding feature values in February {𝑋𝑖,2} will be used for
performing a prediction step, updating the CATE-prediction model,
𝑚
𝑝𝑟𝑒𝑑

3 , thus resulting in more accurate predictions of 𝜏𝑖 , 𝑌 0
𝑖
, 𝑌 1

𝑖
. In

the optimization step, we use the updated 𝑚
𝑝𝑟𝑒𝑑

3 to predict the
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Figure 1: System model. {}𝐶 denotes the entire set of customers. {}𝑂 represents the subset of customers on which we have
observed (i.e. factual) outcomes using their decisions at steps 1, . . . , 𝑡 − 1.

updated CATEs and potential outcomes with respect to March,
𝜏3, 𝑌 0

𝑖,3, 𝑌
1
𝑖,3. Those predictions, as well as other features as previ-

ously described, will be used as input for the policy-optimization
model,𝑚𝑜𝑝𝑡

3 ; the output of𝑚𝑜𝑝𝑡

3 corresponds to the agent’s action
in March: the subset of customers 𝑝3 that will be targeted in March.
The same process will repeat in April, where March’s observed
outcomes, {𝑌𝑖,3}, will be used to further incrementally train𝑚𝑝𝑟𝑒𝑑

4
and create more accurate CATE predictions inputted to𝑚𝑜𝑝𝑡

4 . This
alternation between a prediction and an optimization step leads to
faster convergence and more accurate solutions.

System model Our system model (step 𝑡 ) works as follows:
1. Prior outcome observation: The outcomes, 𝑌𝑖,𝑡−1, of all

customers 𝑖 such that 𝑌𝑖,<𝑡−1 = 0 are observed.
2. Prediction-Model update:TheCATE-predictionmodel,𝑚𝑝𝑟𝑒𝑑

𝑡−1 ,
is updated using the observed outcomes at the previous step, 𝑌𝑖,𝑡−1
and their corresponding features, 𝑋𝑖,𝑡−1. This results in an updated
prediction model,𝑚𝑝𝑟𝑒𝑑

𝑡 .
3. Updated CATE prediction: The agent uses𝑚𝑝𝑟𝑒𝑑

𝑡 to predict
the current potential outcomes and CATEs of all customers 𝑖 such
that 𝑌𝑖,<𝑡 = 0 and𝑊𝑖,<𝑡 = 0.

4. State update: The predicted CATEs and the potential out-
comes, ˆ𝜏𝑖,𝑡 , ˆ𝑌 0

𝑖,𝑡
, ˆ𝑌 1

𝑖,𝑡
, as well as the previous-step observed outcomes,

𝑌𝑖,𝑡−1, are used to update 𝑠𝑡 .
5. Action selection: The policy-optimization model,𝑚𝑜𝑝𝑡

𝑡 , takes
as input the current state 𝑠𝑡 , and outputs an action: a subset of
customers 𝑝𝑡 , |𝑝𝑡 | = 𝐶𝑡 such that for each 𝑖 ∈ 𝑝𝑡 , 𝑌𝑖,<𝑡 = 0 and
𝑊𝑖,<𝑡 = 0.

6. Reward assignment: The environment produces a scalar
value, 𝑟𝑡 . More details are given in Subsection 6.1.

7. State update: 𝑠𝑡 is updated according to the consequences
of the selected action, 𝑎𝑡 . For instance, the bits in [𝑊 𝑏

𝑖,𝑡
], corre-

sponding to customers in 𝑝𝑡 are set; the system’s state of imbalance,
𝛾𝑡 , is updated to reflect the new state of imbalance resulting from
targeting the customers in 𝑝𝑡 , etc.
Practically speaking, both𝑚𝑜𝑝𝑡

𝑡 and𝑚𝑝𝑟𝑒𝑑
𝑡 are implemented as neu-

ral networks. A neural-network-based policy-optimization model
results in a deep-reinforcement-learning-based policy. 𝑚𝑝𝑟𝑒𝑑

𝑡 is
implemented as a DIMN without the IPM head.

6.1 Reward function
A utility-maximizing reward function Our first attempt at de-
signing a utility-maximizing reward function is:

𝑟𝑢𝑡𝑖𝑙𝑖𝑡𝑦 =

∑
𝑖∈𝑝𝑡 ˆ𝜏𝑖,𝑡∑𝑛
𝑖=1 ˆ𝜏𝑖,𝑡

(6)

When using the reward function in Equation 6 we encountered
two problems: first, the signal obtained by the reward function can
become weak if either 𝐶𝑡 is too small; 𝑛 is too big; or the variance
among customers’ CATE is small. Second, considering only 𝜏 for
utility maximization did not seem to be enough for obtaining a high
degree of utility for the binary-outcome setting and in datasets in
which the correlation between 𝜏 and 𝑌 1 is low. We thus revised our
utility-maximizing sub-reward function (Equation 7):

𝜁 (𝑖) =
ˆ𝜏𝑖,𝑡

1 − 𝜉 ∗ ˆ𝑌 1
𝑖,𝑡

𝑟𝑢𝑡𝑖𝑙𝑖𝑡𝑦 =

∑
𝑖∈𝑝𝑡 𝜁 (𝑖)

max 𝑝𝑚𝑎𝑥

|𝑝𝑚𝑎𝑥 |=𝐶𝑡

∑
𝑖∈𝑝𝑚𝑎𝑥

𝜁 (𝑖) (7)
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Where 𝑝𝑚𝑎𝑥 denotes the subset of customers of size 𝐶𝑡 with the
largest cumulative 𝜁 that could have been chosen at time 𝑡 ; that is,
for each 𝑖 ∈ 𝑝𝑚𝑎𝑥 , both𝑊𝑖,<𝑡 = 0 and 𝑌𝑖,<𝑡 = 0.

The revised sub-reward contains two major changes compared
to Equation 6: first, the denominator is now a much tighter upper
bound on the highest sum of CATE increases we can obtain at step
𝑡 , resulting in a meaningful signal that can adequately take the
entire range of (0,1). Our second change is considering a function
of 𝑌 1, in addition to 𝜏 , when computing the reward. 𝜁 will be high
only if both 𝜏 and 𝑌 1 are high, so as to prioritize customers that not
only have a high CATE, but their baseline probability of a positive
outcome is also high. The policymaker can control the weight that
she assigns to 𝑌 1 compared to 𝜏 using 𝜉 .
A disparate-Impact-minimizing reward function A naive at-
tempt of designing a disparate-impact-minimizing reward function
is as follows:

𝑟 𝑓 𝑎𝑖𝑟𝑛𝑒𝑠𝑠 =

min(∑𝑛
𝑖=1 1¬(𝑌𝑖,<𝑡 =0)∧𝑆𝑖=0,

∑𝑛
𝑖=1 1¬(𝑌𝑖,<𝑡 =0)∧𝑆𝑖=1 )∑𝑛

𝑖=1 1¬(𝑌𝑖,<𝑡 =0)

1
2

(8)

Such a reward function will take its lowest value, 0, when only one
group of customers — either that with 𝑆 = 0 or with 𝑆 = 1 — made
positive-outcome decisions by time 𝑡 . It will take its highest value,
1, where exactly half of the customers who made decisions leading
to a positive outcome by time 𝑡 are from the 𝑆 = 0 group, and half
are from the 𝑆 = 1 group. This reward function aims at capturing
the current state of positive-outcome-imbalance by considering
the imbalance in positive outcome by the current step among the
two demographic groups: customers with 𝑆 = 0 and customers
with 𝑆 = 1. While such a reward function may seem like a good
surrogate of our overall fairness objective, it has one critical flow: it
only accounts for past positive outcomes, i.e. those at 𝑡 ′, 𝑡 > 𝑡 ′ > 0,
while failing to account for future positive outcomes, i.e. those at 𝑡 ′,
𝑇 > 𝑡 ′ > 𝑡 . Because our goal is minimizing the cumulative disparate
impact, i.e. the disparate impact at the end of the 𝑇 -step process,
our reward function must account for future positive outcomes in
addition to past positive outcomes. The reward function presented
in Equation 9 aims at doing just that.

𝑟 𝑓 𝑎𝑖𝑟𝑛𝑒𝑠𝑠 =

min(∑𝑛

𝑖=1
𝑆𝑖=0

𝑌 ∗
𝑖,𝑡 ,

∑𝑛

𝑖=1
𝑆𝑖=1

𝑌 ∗
𝑖,𝑡 )∑𝑛

𝑖=1 𝑌
∗
𝑖,𝑡

min(∑𝑛
𝑖=1 1𝑆𝑖=0,

∑𝑛
𝑖=1 1𝑆𝑖=1 )

𝑛

(9)

𝑌 ∗
𝑖,𝑡 =


1 ¬(𝑌𝑖,<𝑡 = 0)
𝑌 1
𝑖,𝑡

¬(𝑊𝑖,<𝑡+1 = 0) ∧ 𝑌𝑖,<𝑡 = 0
𝑌 0
𝑖,𝑡

𝑊𝑖,<𝑡+1 = 0 ∧ 𝑌𝑖,<𝑡 = 0
(10)

Unlike Equation 8, which approximates the outcome imbalance at
step 𝑡 solely based on the subset of customers that made a positive-
outcome decision by time 𝑡 , Equation 9 approximates the outcome
imbalance at time 𝑡 based on all the customers, using the predicted
positive-outcome probabilities, 𝑌 ∗

𝑖,𝑡
. Thus, the reward function in

Equation 9 can be seen as a weighted version of the reward func-
tion in Equation 8, where weights correspond to the customer’s
predicted probability of making a positive-outcome decision at any
step 𝑡 ′, 𝑡 ′ => 𝑡 .

Table 1: Results — Canvassing dataset

Model U F

CR .8 .27

CF .77 .22

DIMN (No IPM) .83 .19

DIMN (With IPM) .83 .04

Table 2: Results — Campaign dataset

Model U F

CR .59 .25

CF .54 .27

DIMN (No IPM) .6 .26

DIMN (With IPM) .59 .06

Our reward function, 𝑅, is a weighted function of the two sub-
reward functions:

𝑅 = 𝛿1 ∗ 𝑟𝑢𝑡𝑖𝑙𝑖𝑡𝑦 + 𝛿2 ∗ 𝑟 𝑓 𝑎𝑖𝑟𝑛𝑒𝑠𝑠 0 <= 𝛿1, 𝛿2 <= 1

Using𝛿1, 𝛿2 the policymaker can explicitly control the utility-fairness
tradeoff.

7 EXPERIMENTAL EVALUATION
To evaluate our Disparate-Impact-Minimizing Networks we use
two publicly-available datasets: Marketing Campaign dataset [4]
and Door-to-Door Canvassing dataset [8, 31].

Table 1 and Table 2 present our results on both datasets and
compare them to three uplift-modeling baselines: a causal regres-
sion (CR) baseline and a causal-forest (CF) baseline [41], as well
as a causal neural network baseline: a DIMN without its IPM head
(implemented by setting the IPM’s weight to 0). Utility (U) is mea-
sured as the proportion of participants choosing brand’s A product
(Campaign dataset) and the proportion of individuals with positive
Feeling Thermometer [33] towards transgender people (Canvass-
ing dataset). Outcome-Imbalance (F ) is measured as the distance
between proportions of different values of the protected attribute
among individuals with a positive outcome. As our protected at-
tribute, we use either the IsFemale attribute (Campaign dataset) or
the AgeGroup attribute (Canvassing dataset). We randomly split
each dataset into train and test samples and compute the inverse
probability score (IPS) [23] estimator of the outcome generated by
each allocation policy.

As can be seen from Table 1 and Table 2, the causal neural
network’s Utility results, having no fairness constraints, are either
on par with or better than the other two baselines. DIMN’s Utility
results are on par with those of all baselines. Furthermore, DIMN’s
Outcome-Imbalance results are significantly better than those of
all baselines. Notably, on the Canvassing dataset DIMN achieved
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Figure 2: Results — Dynamic Interventions, 𝑛 = 5000
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the same Utility results as the causal neural network — the "unfair"
version of DIMN where 𝛿 = 0. The results illustrate how DIMN
is able to minimize disparate impact in intervention policies: We
were able to design an alternative feasible policy, feasible as DIMN
achieves similar Utility results as other, unfair policies, with less
adverse impact on the minority group. To evaluate our Disparate-
Impact-Minimizing agents we use a simulation-based approach. 𝑋𝑖
is composed of four static, unprotected attributes:

𝑋𝑑
𝑖 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙 (0, 1) 𝑑 ∈ {0, . . . , 2} 𝑋 3

𝑖 ∼ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 (0.6) (11)

Two dynamic, unprotected attributes, simulated as follows:

𝑋 4
𝑖,𝑡 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙 (0, 1) 𝑋 5

𝑖,𝑡 ∼ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 (0.3) (12)

And one protected, static attribute, simulated as follows:

𝑋 6
𝑖 ∼ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 (𝑓 (𝑋 2

𝑖 )) (13)

We simulate treatment effect using the following process:

𝜏𝑖,𝑡 =

6∑︁
𝑗=0

𝛼 𝑗𝑋
𝑗

𝑖,𝑡
+

6∑︁
𝑗=0

6∑︁
𝑘=0
𝑘≠𝑗

𝛽 𝑗,𝑘 (𝑋 𝑗

𝑖,𝑡
∗𝑋𝑘

𝑖,𝑡 ) 𝛼 𝑗 , 𝛽 𝑗,𝑘 >= 0 (14)

Figures 2-4 present the results of our agent (D, 𝛿1, 𝛿2 = 0.5),
implemented using Stable Baselines [22], compared to a random
baseline (B𝑅 ), an All-Fairness baseline (B𝐹 ), and two All-Utility
baselines (B𝑈 ). An All-Fairness baseline is obtained by setting 𝛿1 to
0. An All-Utility baseline is obtained by setting 𝛿2 to 0; we present
two All-Utility baselines: one where 𝜉 is set to 0 and thus 𝑌 1 is not
taken into account in reward calculation, and one where 𝜉 is set to
0.3.

Utility is measured as the proportion of customers with a posi-
tive outcome at the end of step𝑇 . To account for the fact that some
customers make a positive-outcome decision independently of the
chosen policy, Π, we compute Π’s Utility as the ratio of the number
of positive-outcome customers at step 𝑇 when applying Π, to the
number of positive-outcome customers at step 𝑇 when applying
B𝑅 . Outcome-Imbalance is measured as 1−𝛾𝑇 , where 0 <= 𝛾𝑇 <= 1
denotes the proportion of minority-class customers (with respect to
the protected attribute, 𝑆) with a positive outcome at the end of step
𝑇 . As can be seen, our agent significantly outperforms the random

Figure 3: Results — Dynamic Interventions, 𝑛 = 20, 000
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Figure 4: Results — Dynamic Interventions, 𝑛 = 50, 000

0.4 0.5 0.6 0.7 0.8 0.9

1

2

3

B𝑅 B𝑅B𝑅

B𝑈𝜉=0.3

B𝑈𝜉=0 B𝑈𝜉=0

B𝑈𝜉=0 B𝑈𝜉=0.3
B𝑈𝜉=0.3

B𝐹
B𝐹

B𝐹D D

D

Outcome-Imbalance

U
til
ity

T=6
T=12
T=18

baseline on both the Utility and Outcome-Imbalance results. Fur-
thermore, the All-Fairness DIMA baseline reaches an almost perfect
Outcome-Imbalance score. The DIMA model adequately balances
fairness and utility, achieving both high Utility and low Outcome-
Imbalance. Notably, similar results are observed for both the case
where 𝑛 = 5000 and the case where 𝑛 = 50, 000, demonstrating the
robustness of our approach. Finally, based on our All-Utility DIMA
baselines it can be seen that considering 𝑌 1 when calculating the
episode’s reward, in addition to 𝜏 yields higher results compared to
a reward function that does not utilize 𝑌 1.

8 BROADER IMPACT
This work sheds new light on the role of decisional disparities in
technical modeling approaches aimed at reducing algorithmic bias.
Accounting for decisional disparities in Uplift Modeling is essen-
tial for preventing firms from manipulatively misusing implicit
correlations between the nature of the intervention and subjects’
self-selected preferences to create seemingly neutral intervention
policies that systematically exclude socially disadvantaged groups.
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