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ABSTRACT
In this paper, we introduce an explainable goal-recognition (XGR)
approach for decision support that instantiates the evaluative AI
paradigm. Current explainable AI (XAI) approaches focus on provid-
ing recommendations and justifying those recommendations. How-
ever, a shift toward evaluative AI has been proposed, focusing on
generating evidence to support or refute human judgments and ex-
plaining trade-offs among hypotheses, rather thanmerely justifying
AI recommendations. We introduce such a method for goal recogni-
tion tasks by leveraging the Weight of Evidence (WoE) framework.
Through a human study in a maritime surveillance task, we demon-
strate that our model improves decision accuracy, efficiency, and
reliance in complex scenarios, outperforming two baseline models
and demonstrating its potential in real-world decision-making.
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1 INTRODUCTION
The collaboration between humans and Artificial Intelligence (AI) is
often motivated by the understanding that their combined strengths
can accomplish more than either could alone. AI-assisted decision
making, where AI provides recommendations to human decision
makers, is becoming increasingly common in fields such as medical
diagnostics and criminal justice [10, 12, 26, 29]. However, since AI
systems are not perfect, human decision makers must judge when
to trust them. This can lead to overtrust, users rely on AI too much,
or undertrust, users are overly skeptical despite AI’s capabilities
[14, 42]. Encouraging appropriate reliance is essential for effective
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collaboration, and recent research has focused on methods to better
align users’ trust with the actual performance of AI systems.

Explainability is essential to encouraging trust and appropriate
reliance on AI systems. It serves as a transparency mechanism,
providing insight into how a system operates, enabling users to
assess the accuracy of its outputs and identify potential errors
[11, 40, 43]. Current approaches to explainable AI, often termed the
recommendation-driven decision support model [35], focus on deliv-
ering the "best" recommendation and explaining why it was chosen,
even when the system is uncertain about its correctness. While
this approach is intended to build trust, empirical evidence sug-
gests it may have the opposite effect. Several studies have demon-
strated that this method can actually impede appropriate reliance,
as users may find the explanations unconvincing or incomplete
[3, 7, 27, 49]. This limitation reduces users’ ability to critically en-
gage with AI recommendations, diminishing the effectiveness of
recommendation-driven decision support in promoting trust [35].

To address these limitations, there is a growing call for a para-
digm shift toward evaluative AI [35], which provides a more robust
framework to enable users to critically engage with AI systems.
This approach moves away from recommendation-driven decision
support and focuses on hypothesis-drivenmodels, where evidence is
generated for evaluative human judgments by providing evidence
that supports or refutes human decisions. Instead of justifying AI
recommendations, it explains the trade-offs among different hy-
potheses, improving trust calibration andmitigating concerns about
over-reliance or under-reliance by not steering decision-makers
toward specific choices [28].

Goal recognition, a key aspect of AI decision-making, involves
inferring the goals or intentions behind observed actions [31]. It is
essential in fields such as autonomous systems and human-robot
interaction. Recent advances in goal recognition techniques aim
to make these systems more efficient and interpretable, thereby
enhancing decision-making capabilities while increasing user trust
and satisfaction [4, 24, 51]. In this context, Alshehri et al. [1] intro-
duced the eXplainable Goal Recognition (XGR) framework. This
model, based on the concept of Weight of Evidence [18], helps de-
cision makers understand the reasoning behind predictions from
goal recognition systems.

Building on this foundation, we extend our work by introduc-
ing a hypothesis-driven XGR model, which leverages the Weight
of Evidence (WoE) framework to improve decision-making in goal
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recognition tasks. In this model, WoE is used to generate sets of
supporting and refuting evidence for each goal hypothesis, with
the most weighted evidence selected. This approach aligns with the
evaluative AI paradigm [35], offering deeper insights and enabling
more informed decisions. We evaluated the model in a human study
involving 275 participants in the maritime surveillance domain.
The empirical results demonstrate that the hypothesis-driven XGR
model significantly enhances the accuracy, efficiency, and reliance
of decision making in complex high-stakes scenarios, outperform-
ing the two baseline models tested: Soft_XGR and Hard_XGR, which
represent soft and hard variations of the state-of-the-art XGR ap-
proach introduced in [1].

2 RELATEDWORK AND BACKGROUND
2.1 Goal Recognition (GR)
Goal recognition (GR), often situated among Plan, Activity and
Intention Recognition [45], is the process of determining an agent’s
goal through a sequence of observations of its interactions within
a given environment. It has been widely researched in the context
of smart homes [22], daily living assistance [19], UAV detection
[15], robotics [8], autonomous vehicles [21], and much more. While
traditional approaches to plan recognition have employed the use
of plan libraries to compare observations against, recent approaches
adopt the use of planning techniques within the recognition process,
labeled as Plan Recognition as Planning (PRP) [33, 41].

We follow the definition of GR established by Shvo and McIlraith
[44] which accepts as input a set of goal hypotheses assuming that
the intended goal(s), 𝑔 ∈ 𝐺 , is among them.

Definition 2.1. A goal recognition task is a tuple composed of
⟨Ξ, 𝐼 ,G,𝑂⟩, where Ξ is a domain definition, 𝐼 is an initial state,
G is a set of goal hypotheses and𝑚𝑎𝑡ℎ𝑐𝑎𝑙𝑂 = ⟨𝑜1, 𝑜2, ..., 𝑜𝑛⟩ is a
sequence of observations.

Figure 1: Navigational domain example: (𝐼 ) represents the
car’s initial state, with the goal set G consisting of the Super-
market (𝑀), Gas Station (𝑆), and Park (𝑃). The black arrows
indicate the observation sequence O = ⟨𝑜1, . . . , 𝑜6⟩.

Example 2.2. Figure 1 illustrates a goal recognition (GR) prob-
lem where a navigation system is monitoring a car as it drives
through a city. The system is tasked with predicting the intended
destination of the car, defined by the set of goal hypotheses G =

{Supermarket,Gas Station, Park}. The car moves down the street
from the initial state (labeled 𝐼 ) and takes a right turn onto Main
Street. The navigation system must evaluate the sequence of obser-
vations O = ⟨𝑜1, . . . , 𝑜6⟩ (represented as black arrows) to determine
the most probable destination for the car.

2.1.1 Mirroring GRAlgorithm. Themirroring algorithm [25, 38, 48]
is a popular, PRP, GR algorithm.Mirroring employs a planner to gen-
erate optimal plans that progress from an initial state 𝐼 to each goal,
𝑔 𝑗 ∈ G. Then for each incoming observation, 𝑜𝑖 ∈ O, Mirroring
creates a new plan that concatenates a prefix (the observations seen
so far) and a suffix (generated by another planner call which plans
from the most recent observation to each of the goals) and com-
pares this new plan against the previously generated optimal plans.
The algorithm then yields a likelihood distribution, represented as
posterior probabilities 𝑃 (𝑔 𝑗 | 𝑂), for each 𝑔 𝑗 ∈ G, by evaluating
which of the generated plans, incorporating observations O, aligns
the most closely with the optimal plan.

Referring back to the example in 2.2, before the car makes the
right turn, the mirroring GR algorithm would rank all three goals
as equally likely, as the first two actions are on the optimal path
to each goal. However, once the car turns right, the GR algorithm
would consider the probability of heading to the park as less likely,
since turning right is a suboptimal action for that plan. After the car
passes the turn-off for the gas station, the mirroring GR algorithm
would conclude that the most likely destination for the car is the
supermarket, as the observed sequence of movements aligns with
the optimal plan to reach this goal and not with any other goal.

2.2 eXplainable Goal Recognition XGR
Alshehri et al. [1] proposes an eXplainable Goal Recognition (XGR)
model rooted in the concept of Weight of Evidence (WoE) from
information theory [18, 32]. The weight of evidence is a statistical
measure that is used to quantify the influence of variables on pre-
diction models. It is defined in terms of log-odds, which assess the
strength of evidence 𝑒 in favour of a hypothesis ℎ versus an alterna-
tive hypothesis ℎ′, given additional information 𝑐 [18]. Assuming
uniform prior probabilities, WoE is expressed as:

𝑤𝑜𝑒 (ℎ/ℎ′ : 𝑒 | 𝑐) = log
𝑃 (ℎ | 𝑒, 𝑐)
𝑃 (ℎ′ | 𝑒, 𝑐) (1)

The XGR model uses WoE values to generate counterfactual ex-
planations for GR outputs. It evaluates how much an observation
supports one goal hypothesis over another by assessing the strength
of observed evidence for the predicted goal against counterfactual
goals. To address the questions “Why?” and “Why not?”, the model
displays the posterior probabilities of hypotheses provided by the
GR system, reflecting the certainty level associated with each pre-
diction. The answers are derived through key observations, obser-
vational markers and counterfactual observational markers. Obser-
vational markers indicate the observation with the highest WoE,
representing the strongest evidence for the predicted goal, while
counterfactual markers highlight the observation with the lowest
WoE, explaining why alternative hypotheses were not predicted.
For example, in case 2.2, the answer to "Why is the supermarket
the most likely destination?" would be: "Because the car moved
forward at (𝑜6)," as this observation has the highest WoE value.
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However, while these counterfactual explanations can help users
understand why an alternative hypothesis was not chosen, they fall
short in addressing a key limitation: they do not provide reasoning
or evidence to determine whether the alternative might actually
be better or more valid. The current model focuses primarily on
refuting alternatives but does not fully support a critical comparison
of goals that might enable users to judge whether another option
should have been selected.

2.3 Evaluative AI and Decision Making
Traditional XAI methods focus on providing users with understand-
able explanations of AI-generated recommendations to increase
trust and transparency [20]. This involves techniques such as high-
lighting important features, visualizing decision paths, or providing
natural language explanations that justify the recommendation [52].
However, recent studies suggest that these recommendation-driven
approaches have a limited impact on decision making, as users
often fail to fully engage with explainability tools in a way that
enhances their decision-making [17, 37, 39, 47]. This has prompted
calls for XAI models that go beyond mere explanation and foster
critical engagement with the decision space.

Evaluative AI emerges as a new conceptual framework [35] that
shifts the AI’s role from a decision maker to a thought partner,
encouraging users to explore evidence supporting or refuting their
hypotheses interactively. By presenting supporting and opposing
evidence, this hypothesis-driven approach promotes better under-
standing, decision accuracy, and a more appropriate reliance on
AI.

Recent work [28] has implemented evaluative AI using the WoE
framework, generating supporting and opposing evidence for a
given hypothesis. A human behavioral experiment demonstrated
that this approach improved the accuracy of decisions and led to a
more appropriate reliance on AI. Other researchers have followed
a similar approach, finding that it has the potential for enhancing
trust calibration in human-AI collaboration [36], leading to more
effective AI decision support [53], and fostering more informed and
responsible decision-making [9]. By framing XAI in this way, users
are less likely to fixate on a single output or become overly reliant
on the AI’s initial assessment. Instead, they are prompted to think
critically about the problem, consider alternative perspectives, and
use AI as a tool to explore the solution space more thoroughly.

3 HYPOTHESIS-DRIVEN XGR MODEL
We model Hypothesis-Driven XGR by extending Melis et al.’s [32]
WoE framework. Our model uses WoE to generate strong evidence
supporting and refuting each goal hypothesis and allowing decision-
makers to access this evidence precisely when needed.

In our model, instead of contrasting ℎ with an alternative hy-
pothesis ℎ′ (as in Equation 1), the WoE is defined for evidence 𝑒 ,
hypothesis ℎ, and its logical complement ℎ, which represents all
other hypotheses. Assuming uniform priors1, the WoE of 𝑒 in favor
of ℎ, and conditioned on additional information 𝑐 is:

woe(ℎ : 𝑒 | 𝑐) = log
(

𝑃 (ℎ | 𝑒, 𝑐)
1 − 𝑃 (ℎ | 𝑒, 𝑐) ·

1 − 𝑃 (ℎ)
𝑃 (ℎ)

)
(2)

1Formula derivation is in the supplementary material

Algorithm 1 Evidence Generation Algorithm
Input: O𝑖 , 𝑜𝑖 , G, and posterior probability over G

Output: Evidence list Ω for all 𝑔 ∈ G
1: Ω ← [] {Initialize evidence list}
2: 𝑁 ← |G| {Number of hypotheses}
3: for 𝑜𝑖 ∈ O𝑖 do
4: for 𝑔 ∈ G do
5: 𝑃 (𝑔) ← 1

𝑁
{Set uniform prior probability}

6: 𝜔𝑖 ← 𝑤𝑜𝑒 (𝑔 : 𝑜𝑖 | O𝑖 ) {Compute Weight of Evidence (WoE)}
7: Ω ← Ω ∪ { (𝑔, ⟨𝜔𝑖 , 𝑜𝑖 ⟩) } {Add evidence to list}
8: end for
9: end for
10: return Ω

If woe(ℎ : 𝑒 | 𝑐) > 0, this indicates that the evidence supports
hypothesis ℎ. Conversely, if woe(ℎ : 𝑒 | 𝑐) < 0, it suggests that
the evidence refutes hypothesis ℎ. Additionally, a value of woe(ℎ :
𝑒 | 𝑐) = 0 signifies that the evidence neither supports nor refutes
hypothesis ℎ.

Our Hypothesis-Driven XGR model accepts four inputs, which
any GR model can provide; (1) An observed sequence O𝑖 , repre-
senting the set of evidence observed up to and including the current
time step 𝑖; (2)An observation 𝑜𝑖 ∈ O𝑖 , which is the most recent
piece of evidence being considered; (3) A set of possible goals,
G, where each 𝑔 ∈ G represents a hypothesis; and (4) Posterior
probabilities 𝑃 (𝑔 | O𝑖 ) for each goal 𝑔 ∈ G, indicating how likely
each goal is given the evidence up to and including 𝑜𝑖 .

In this framework, the goals serve as hypotheses, the observa-
tions represent the evidence, and the current observation is the
specific piece of evidence being weighed. The model computes the
WoE incrementally for each goal hypothesis as new observations
in the sequence O are processed.

3.1 Evidence Generation
Referring to Equation 2, we substitute the hypothesis ℎ with a
goal 𝑔, the evidence 𝑒 with the observation 𝑜𝑖 ∈ O𝑖 , the additional
information 𝑐 with the observed sequence O𝑖 up to the observation
𝑜𝑖 , and the posterior probabilities as 𝑃 (𝑔 | O𝑖 ), in which G. A
complete explanation is defined as follows.

Definition 3.1. A complete evidence for a goal 𝑔 is a list of pairs
(𝑤𝑜𝑒 (𝑔 : 𝑜𝑖 | O𝑖 ), 𝑜𝑖 ), in which the conditional weight of evidence
𝑤𝑜𝑒 (𝑔 : 𝑜𝑖 | O𝑖 ) for each hypothesis 𝑔 ∈ G is computed for each
added observation 𝑜𝑖 to the observed sequence O𝑖 . The WoE is
computed as follows:

woe(𝑔 : 𝑜𝑖 | O𝑖 ) = log
(

𝑃 (𝑔 | O𝑖 )
1 − 𝑃 (𝑔 | O𝑖 )

· 1 − 𝑃 (𝑔)
𝑃 (𝑔)

)
(3)

where O𝑖 = {𝑜1, 𝑜2, . . . , 𝑜𝑖 } represents the sequence of all obser-
vations up to and including the current observation 𝑜𝑖 .

Informally, a complete evidence set for a goal 𝑔 consists of the
full set of computed WoE scores for each observation. An algorithm
to extract these scores is presented in Algorithm 1.

If we look back to example 2.2 (Figure 1), the weight of evidence
would be zero for observations 𝑜1 and 𝑜2 since the GR algorithm
predicts all hypotheses as equally likely. After observing the car
turning right, 𝑜3 and 𝑜4, the supermarket and gas station emerge as
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the most probable goal destinations. Then, following observation
𝑜5 and 𝑜6 when the car passes the turn-off, the supermarket be-
comes the single most probable goal. Table 1 presents the complete
explanations, (woe, observation) pair, for each goal 𝑔.

Table 1: Complete Set of Evidence for Each Goal

Goal 𝑔 Complete Evidence Set

Park ⟨0, 𝑜1 ⟩, ⟨0, 𝑜2 ⟩, ⟨−0.33, 𝑜3 ⟩, ⟨−0.56, 𝑜4 ⟩, ⟨−0.67, 𝑜5 ⟩, ⟨−0.76, 𝑜6 ⟩
Gas Station ⟨0, 𝑜1 ⟩, ⟨0, 𝑜2 ⟩, ⟨0.22, 𝑜3 ⟩, ⟨0.26, 𝑜4 ⟩, ⟨0.09, 𝑜5 ⟩, ⟨−0.11, 𝑜6 ⟩
Supermarket ⟨0, 𝑜1 ⟩, ⟨0, 𝑜2 ⟩, ⟨0.22, 𝑜3 ⟩, ⟨0.26, 𝑜4 ⟩, ⟨0.51, 𝑜5 ⟩, ⟨0.64, 𝑜6 ⟩

3.2 Evidence Selection
Effective explanations should be selective, concentrating on one or
two potential causes rather than attempting to address all possible
causes for a decision or recommendation [34]. People frequently
reference the observational marker when formulating explanations
for their decisions, as it represents the most critical observed ev-
idence for the goal hypothesis [2]. We selected the evidence that
supports the hypothesis by following the definition of the obser-
vational marker established by Alshehri et al. [1].

Definition 3.2 (Supporting Marker). Given the complete evidence
set of 𝑔, the supporting markers (SMs) are the observed actions with
the highest Weight of Evidence (WoE) values:

𝑆𝑀 = arg max
𝑜𝑖 ∈O𝑖

𝜔𝑖 ,

where 𝜔𝑖 is the WoE value associated with the observed action 𝑜𝑖 .

Our approach to identifying refuting evidence highlights the
most critical observed evidence in the sequence. In sequential tasks,
such as GR tasks, the evidence that refutes the goal hypothesis
accumulates over time, meaning that as an agent moves further
from the goal, the Weight of Evidence (WoE) decreases. However,
the lowest WoE is not necessarily the best refuting evidence; for
example, in the navigational example in Figure 1, the lowest WoE
against 𝑃𝑎𝑟𝑘 will be the most recent action in the sequence. The
observation with the lowest WoE to explain counterfactual goal
hypotheses (𝑔′) was introduced as the counterfactual observational
marker [1], which is relevant because the complete explanation list
contains only positiveWoE values generated for the goal pair (𝑔,𝑔′).
In the hypothesis-driven context, we incorporate both positive and
negative WoE values. Therefore, we define the evidence that best
refutes the hypothesis as that which emphasizes the largest shift
in WoE—the biggest difference—defined as:

Definition 3.3 (Refuting Marker). Given the complete evidence
set of 𝑔, the refuting markers (RMs) are the observed actions that
result in the largest decrease in WoE values. The change in WoE
for an observed action 𝑜𝑖 is defined as:

Δ𝜔𝑖 =

{
𝜔𝑖+1 − 𝜔𝑖 if 𝜔𝑖+1 < 𝜔𝑖 ,

0 otherwise.

The refuting markers are then identified as:

𝑅𝑀 = arg min
𝑜𝑖 ∈O𝑖

Δ𝜔𝑖 ,

where Δ𝜔𝑖 quantifies the decrease in WoE from 𝜔𝑖 to 𝜔𝑖+1 for the
observed action 𝑜𝑖 . If 𝜔𝑖+1 ≥ 𝜔𝑖 , Δ𝜔𝑖 is set to 0, effectively ignoring
cases where the WoE does not decrease.

From the evidence set associated with each goal, we identify
key pieces of evidence that either strongly support or refute the
goal. Referring again to Example 2.2, the evidence set is generated
for each goal 𝑔 (Table 1). According to Definitions 3.2 and 3.3, the
selected evidence is as follows:

• For 𝑔 (Park), ⟨−0.33, 𝑜3⟩ refutes 𝑔.
• For 𝑔 (Gas Station), ⟨0.26, 𝑜4⟩ supports 𝑔, while ⟨−0.11, 𝑜6⟩
refutes it.
• For 𝑔 (Supermarket), ⟨0.64, 𝑜6⟩ supports 𝑔.

4 EMPIRICAL EVALUATION: HUMAN STUDY
We conducted a human study to evaluate our model in the context
of AI-assisted decision-making, testing the following hypotheses
compared to two baseline models:

(1) Hypothesis-driven XGR improves decision accuracy.
(2) Hypothesis-driven XGR enhances task efficiency by reducing

decision completion time.
(3) Hypothesis-driven XGR promotes more appropriate reliance

on AI-assisted decision-making.
(4) Hypothesis-driven XGR increases user trust in AI-assisted

decision-making.
(5) Hypothesis-driven XGR delivers subjectively better explana-

tions, leading to greater explanation satisfaction.

4.1 Experiment Design and Methodology
Task Setup. In this study, we focused on the illegal vessel de-

tection domain [13], a challenging maritime environment where
participants were tasked with identifying potential illegal activities.
In this context, vessels may invade prohibited areas, deliberately
avoid surveillance zones, or conceal their illegal operations by turn-
ing off their signals. These challenges make it an ideal setting for
evaluating AI-assisted decision-making.

For our AI-assisted system, we used the Mirroring GR algo-
rithm to generate goal hypotheses and provide explanations. The
approach, however, is generalizable to any goal recognizer. The
Mirroring GR algorithm’s success and failure rates were evenly
split (50% each) across tasks, ensuring participants encountered
realistic conditions with varying algorithmic accuracy.

Participants encountered six scenarios in random order to miti-
gate ordering effects. The first two were simple, relying on a single
information source, while the remaining four were complex, requir-
ing multiple sources for realistic decision-making.

Figure 2 depicts an example scenario in which a detected vessel
(red brackets) is en route to one of three possible destinations (d1,
d2, or d3). Starting from the initial state (illustrated by a blue line),
multiple goal hypotheses need to be considered, such as whether
the vessel is invading prohibited areas, avoiding surveillance, con-
cealing its activities, or its intended destination. The Mirroring GR
algorithm provides posterior probabilities over these goal hypothe-
ses based on the vessel’s observed behavior (also represented by
the blue line). Key model variables include the vessel’s location,
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(a) Soft_XGR

(b) Hard_XGR

(c) Hypothesis_driven_XGR

Figure 2: Example scenario in maritime surveillance across
the three conditions.

the positions of prohibited and surveillance areas, potential des-
tinations, and signal status. Participants were asked to make two
different but related decisions: first, to assess the likelihood of the
vessel’s destination, and second, to determine whether Coast Guard
intervention was necessary based on that assessment. Intervention
is triggered if the probability of illegal fishing is assessed to be
above a predetermined threshold, typically 50%.

Conditions. We conducted a between-subjects study with par-
ticipants randomly assigned to one of three AI-assisted decision-
making conditions:
• Soft_XGR: Participants used the XGR system defined by Al-
shehri et al. [1] (Figure 2 (a)), which included posterior proba-
bilities and explanations from the Mirroring GR system. The
term ‘soft‘ refers to the concept of a ‘soft‘ machine learning
classifier [50].
• Hard_XGR: Participants used the same XGR system (Figure
2 (b)), but only the goal hypothesis was provided without
probability. This condition is termed ‘hard‘ based on the
concept of a hard machine learning classifier [50].
• Hypothesis_driven_XGR: Participants made decisions based
on our proposed model (Figure 2 (c)).

The inclusion of the Hard_XGR approach allows us to assess
whether differences in over- or under-reliance between the orig-
inal XGR model and our hypothesis-driven model stem from the
probability distributions.

Procedure. The experiment was structured into four phases:
(1) Phase 1: Demographic Data Collection. Participants pro-

vided demographic information.
(2) Phase 2: Training. Participants were trained using two

scenarios to familiarize themselves with the task and AI-
assisted decision-making tools.

(3) Phase 3: Task Execution. Participants viewed a static im-
age simulating a vessel-tracking system displaying six sce-
narios of a vessel navigating toward one of three seaports,
accompanied by AI outputs and pre-generated explanations
(Figure 2). They predicted the vessel’s destination and as-
sessed potential illegal activities requiring Coast Guard in-
tervention.

(4) Phase 4: Trust and Explanation Satisfaction Assess-
ment. Participants rated their trust in the AI outputs and
completed a scale measuring satisfaction with the provided
explanations.

Participants. We conducted a power analysis using Cohen’s F,
assuming a small effect size (f = 0.20), 0.80 power, and a 0.05 sig-
nificance level, yielding a target sample of 246. We recruited 283
participants via Prolific, randomly assigning them equally to the
three conditions. To ensure data quality, participants were required
to be native English speakers from the US, UK, or Australia, with
a 99% approval rating and at least 1,000 prior submissions. After
excluding inattentive respondents, we retained 275 valid responses
(Soft_XGR: 89, Hard_XGR: 96,Hypothesis_driven_XGR: 90). The sam-
ple comprised 157 males, 117 females, and 1 self-identified, aged
between 25 and 55, with a mean age of 37. Participants received
$8.00 USD plus up to $3.00 USD in performance bonuses.

Metrics. We evaluated our first hypothesis using the Brier score
function, which measures the accuracy of predictive probabilities
for binary and multiclass outcomes. The Brier score ranges from
0 (best performance) to 1 (poorest performance) and is computed
as the mean squared difference between the predicted probabilities
and the actual outcomes (ground truth) [5]:

Brier Score =
𝑐∑︁
𝑖=1
(𝑝𝑖 − 𝑦𝑖 )2 (4)

where 𝑐 is the number of classes, 𝑝 is the predicted probability,
and 𝑦 is the ground-truth label vector 𝑦 = (𝑦1, . . . , 𝑦𝑐 ), with 𝑦𝑖 = 1
for the true class and 0 otherwise. The Brier score, used to evalu-
ate participants’ decisions across six scenarios, indicates accuracy
with lower scores representing better performance. It rewards cor-
rect decisions made with high certainty and penalizes incorrect
ones, effectively mitigating the influence of random guessing or
uncertainty in responses.

We addressed task efficiency in our second hypothesis by apply-
ing a logarithmic transformation to the time spent on all scenarios
for both tasks, recorded in seconds. This approach normalizes the
distribution of response times and reduces the influence of outliers,
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(a) Predicting the vessel’s destination task. (b) Predicting the need to dispatch the Coast Guard task .

Figure 3: Brier scores across the six scenarios (lower is better). SX: Soft_XGR, HX: Hard_XGR, HDX: Hypothesis_driven_XGR.

Table 2: Pairwise differences of Brier score for the six scenarios. Hypothesis: Hypothesis_driven_XGR

Task Scenario Hypothesis - Soft_XGR Hypothesis - Hard_XGR Soft_XGR - Hard_XGR

Z-Value p-adj Z-Value p-adj Z-Value p-adj

Vessel Destination Task Scenario 1 0.21 1.00 3.61 < 0.001 3.38 < 0.001
Scenario 2 1.42 0.23 4.52 < 0.001 3.07 < 0.001
Scenario 3 1.37 0.25 2.48 0.02 1.08 0.42
Scenario 4 -1.82 0.10 -3.04 < 0.001 -1.19 0.35
Scenario 5 -1.51 0.20 -2.20 0.04 -0.65 0.77
Scenario 6 -2.37 0.03 -5.45 < 0.001 -3.02 < 0.001

Dispatching the Coast Guard Task Scenario 1 1.46 0.22 0.14 1.00 -1.34 0.27
Scenario 2 -3.80 < 0.001 -4.27 < 0.001 -0.40 1.00
Scenario 3 1.44 0.23 2.28 0.03 0.81 0.63
Scenario 4 -3.53 < 0.001 -1.10 0.41 2.49 0.02
Scenario 5 -0.90 0.56 -0.94 0.52 -0.02 1.00
Scenario 6 1.22 0.33 2.31 0.03 1.06 0.44

which can skew statistical analyses and lead to misleading interpre-
tations of results [46]. For the third hypothesis, we measured the
appropriateness of reliance on AI-assisted decision-making using
the following metrics [30]:

Overreliance =
Incorrect human decisions with incorrect AI

Total incorrect AI predictions
(5)

Underreliance =
Incorrect human decisions with correct AI

Total correct AI predictions
(6)

In the third condition, where participants were not directly
shown the AI system’s output but were instead provided with
evidence, overreliance on the tool can still occur. This is because
the evidence reveals aspects of the underlying decision-making
process, which can implicitly guide participants toward accepting
the AI system’s output.

To test our fourth hypothesis, we used the Trust Scale from Hoff-
man et al. [23], where participants rated trust across four metrics

on a 5-point Likert scale (0 = Strongly Disagree, 100 = Strongly
Agree). For the final hypothesis, we assessed explanation quality
using the Explanation Satisfaction Scale from Hoffman et al., with
participants rating four metrics on the same 5-point scale.

Analysis Method. For the analysis, we applied non-parametric
methods, as the data did not meet the assumption of normality.
The Kruskal-Wallis test assessed group differences, followed by
Dunn’s test with Bonferroni correction for pairwise comparisons.
Additionally, we calculated the logarithmic percentage change in
completion time to measure the magnitude of the difference after
transformation [16]:

Log Percentage Change = (𝑒Δ log − 1) × 100 (7)

WhereΔ log is the difference between the log-transformedmeans
of two conditions.
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(a) Predicting the vessel’s destination. (b) Predicting the need to dispatch the Coast Guard.

Figure 4: Reliance results for two tasks (lower is better). SX: Soft_XGR, HX: Hard_XGR, HDX: Hypothesis_driven_XGR.

5 RESULTS
5.1 Decision Accuracy
We present results on the hypothesis that Hypothesis_driven_XGR
leads to better decisions. Brier scores across scenarios (Figures 3a
and 3b) show varying effectiveness depending on scenario com-
plexity.

In the task of predicting the vessel’s destination, Hard_XGR con-
sistently outperformed other conditions in scenarios 1 and 2, which
were classified as simple. This is evidenced by the significant p-
values presented in Table 2. In contrast, in the more challenging
scenarios (3 to 6), Hypothesis_driven_XGR exhibited superior per-
formance in scenarios 4, 5, and 6 compared to the baselines (Table
2). Notably, although scenario 3 was designed to be difficult, par-
ticipants seemed to find it relatively easy, performing better with
Hard_XGR than with our model (Table 2). These findings indicate
that while Hard_XGR is more effective in simple scenarios, Hy-
pothesis_driven_XGR tends to excel in more complex, real-world
situations.

For the task of predicting the need to send the Coast Guard,
the results are less conclusive. While Hypothesis_driven_XGR per-
forms well in scenarios 2 and 4, it does not consistently outperform
the other conditions in all hard scenarios (Table 2). This inconsis-
tency may suggest that the evidence provided in certain cases is
either insufficient or overly complex for participants to fully grasp
within the context of the task. Further refinement of the model’s
presentation of evidence could enhance user comprehension.

5.2 Task Efficiency in Decision-Making
For our second hypothesis, which suggests that our model en-
hances overall efficiency in task completion time, results showed
a significant difference between conditions (𝑝 > 0.001). Hypoth-
esis_driven_XGR resulted in significantly faster task completion
than Soft_XGR, with no significant difference observed between
Hypothesis_driven_XGR and Hard_XGR (Table 3).

To better understand the practical significance of these findings,
we examined the log percentage changes in time spent across con-
ditions. The results showed a 15% increase in time spent from the
Hypothesis_driven_XGR condition to the Soft_XGR condition, sug-
gesting that participants took significantly longer to complete tasks

Table 3: Pairwise differences of completion time.

Comparison Z-value adj-p

Hypothesis - Soft_XGR -3.26 < 0.001
Hypothesis - Hard_XGR -1.24 0.32
Soft_XGR - Hard_XGR 2.07 0.06

with Soft_XGR than with Hypothesis_driven_XGR. In contrast, the
time difference between Hypothesis_driven_XGR and Hard_XGR
was smaller, with only a 5% increase in time spent. This suggests
that both conditions are similarly effective in facilitating decision-
making, enabling participants to complete tasks with comparable
efficiency. This indicates that participants may not fully evaluate all
the options the Hypothesis_driven_XGR offers, relying instead on
the evidence to validate their thinking, resulting in faster decision-
making. Conversely, when interacting with Soft_XGR, they appear
to expend more cognitive effort trying to reconcile their thoughts
when they disagree with the model’s output.

5.3 Appropriate Reliance on AI-Assisted
Decision Making

We evaluated our third hypothesis: Hypothesis_driven_XGR pro-
motes more appropriate reliance on AI-assisted decision-making. Par-
ticipants’ reliance was assessed using metrics designed to capture
both over-reliance and under-reliance on the AI system.

In the task of predicting the vessel’s destination (see Figure 4a),
the results for over-reliance showed significant differences across
the three conditions (𝑝 = 0.03). Post-hoc pairwise comparisons
revealed that Hypothesis_driven_XGR significantly reduced over-
reliance compared to both Soft_XGR (𝑝 = 0.02) and Hard_XGR
(𝑝 < 0.001), suggesting that Hypothesis_driven_XGR was more
effective at mitigating over-reliance. This reduction in over-reliance
aligns with previous research on cognitive forcing strategies [6, 17],
where individuals are prompted to make decisions before seeing
a recommendation. Such strategies encourage users to critically
engage with AI outputs, thereby reducing over-reliance.

The results for under-reliance also showed significant differ-
ences across the three conditions (𝑝 < 0.001). Post-hoc pairwise
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(a) Perceived trust metrics. (b) Explanation quality metrics.

Figure 5: Likert scale results. The X-axis represents each Likert category’s total counts of responses, adjusted to have 0 as the
midpoint. SX: Soft_XGR, HX: Hard_XGR, HDX: Hypothesis_driven_XGR

comparisons indicated that Hard_XGR (𝑝 < 0.001) and Soft_XGR
(𝑝 < 0.001) significantly reduced under-reliance compared to Hy-
pothesis_driven_XGR. This increase in under-reliance may stem
from the intuitive nature of predicting the vessel’s destination. In
such tasks, users may feel they already possess sufficient under-
standing to make decisions, and without explicit recommendations
or predictions from Hypothesis_driven_XGR, they tend to rely more
on their judgment and less on the evidence provided by the AI.

In the task of predicting the need to send the Coast Guard
(see Figure 4b), the over-reliance results revealed that although
Hard_XGR appeared to decrease over-reliance, there was no sta-
tistically significant difference between conditions (𝑝 = 0.02). For
under-reliance, results showed a marginally significant difference,
with a p-value of 0.11. Post-hoc pairwise comparisons revealed
that Hypothesis_driven_XGR reduced under-reliance in this task
compared to Soft_XGR and Hard_XGR, with p-values of 0.08 and
0.12, respectively. Since this task is more complex than predicting
the vessel’s destination, the model likely decreases under-reliance
by actively engaging users with evidence that supports or refutes
their hypotheses.

5.4 User Trust
To test our fourth hypothesis—that hypothesis-driven XGR increases
user trust—we evaluated the self-reported trust scale results. We
obtained p-values of 0.27, 0.04, 0.62, and 0.30 for the trust met-
rics confident, predictable, reliable, and safe, respectively. These
results indicate significant differences in participants’ perceived
trust in the AI-assisted decision-making model only for the pre-
dictability metric (see Figure 5a for Likert scale results). Post-hoc
pairwise comparisons showed that Hypothesis_driven_XGR was
perceived as less predictable compared to Soft_XGR (𝑝 = 0.05) and
Hard_XGR (𝑝 = 0.03). Since the Hypothesis_driven model focuses
on presenting evidence rather than making direct decisions, the
decision-making process may seem more open-ended and variable,
affecting the perception of predictability. Although participants’
behavioral trust, as reflected in their decision accuracy, is signifi-
cantly better for our model, further interaction may be necessary
to promote perceived trust.

5.5 Explanation Satisfaction
We next present the results of the self-reported satisfaction scale.
Considering four metrics—understand, satisfying, sufficient_detail,

and complete—we obtained p-values of 0.19, 0.11, 0.07, and 0.10
for each metric, respectively. These values indicate marginally sig-
nificant differences associated with the type of explanation model
across most metrics, except for understand (see Figure 5b for Lik-
ert scale results). Post-hoc pairwise comparisons showed that the
explanations provided by the Hard_XGR model were perceived as
more satisfying, sufficient, and complete compared to those from
Hypothesis_driven_XGR, with p-values of (0.05, 0.03, 0.06), respec-
tively. Hard_XGR, by offering causal relationships, seems to provide
a more compelling narrative, which increases satisfaction as users
perceive it to align better with their natural desire for understand-
ing why a decision was made, rather than just seeing supporting
or opposing evidence. Future improvements could focus on how
evidence is presented, potentially incorporating causal links or in-
teractive elements, to ensure explanations are perceived as more
satisfying and complete while still promoting user engagement
with the decision-making process.

6 CONCLUSION
In this paper, we introduced Hypothesis-driven XGR, a model that
generates evidence to support and refute goal hypotheses. Our pro-
posed model demonstrates notable improvements in participants’
decision-making accuracy, efficiency, and reliance when navigat-
ing complex, high-stakes scenarios. This highlights the model’s
effectiveness in managing challenging tasks and underscores its po-
tential to improve decision-making in complex, real-world settings.

One limitation of our work is that the experiments were con-
ducted with a single type of stakeholder and within a specific do-
main. Future research should include diverse stakeholder groups
and explore other domains, such as healthcare monitoring, traf-
fic management systems, and security surveillance. We also plan
to extend our work to an interactive setting, enabling decision-
makers to engage with the presented evidence through questions,
clarifications, and exploration of alternatives.
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