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ABSTRACT

Solving partially observable Markov decision processes (POMDPs)

typically requires reasoning about the values of exponentially many

state beliefs. Towards practical performance, state-of-the-art solvers

use value bounds to guide this reasoning. However, sound upper

value bounds are often computationally expensive to compute,

and there is a tradeoff between the tightness of such bounds and

their computational cost. This paper introduces new and provably

tighter upper value bounds than the commonly used fast informed

bound. Our empirical evaluation shows that, despite their additional

computational overhead, the new upper bounds accelerate state-of-

the-art POMDP solvers on a wide range of benchmarks.
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1 INTRODUCTION

Partially observable Markov decision processes (POMDPs) are a

versatile modeling framework for stochastic environments where

the decision maker (the agent) cannot fully observe the current

state of its environment [26]. Finding optimal policies for POMDPs

is generally undecidable [38]. Yet, in recent years, methods like

POMCP [45], DESPOT [58], and AdaOPS [57] have been able to

find policies for increasingly large POMDPs.

Although such methods often provide a (statistical) lower bound

on the value of the policy, they are typically unable to find an upper
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bound on the optimal value. Such further certification of the quality

of a policy may be essential for safety-critical problems. For exam-

ple, planning medical treatments [24], scheduling infrastructure

maintenance [39, 40] or computing safe flight paths [52] require us

not only to know how well our policy will perform, but also that

we cannot (reasonably) do any better.

So-called 𝜖-optimal solvers such as SARSOP [33] and HSVI [49]

compute both a policy and an upper bound. These algorithms make

use of heuristic search to find good policies quickly. However, they

often struggle to find upper bounds that are reasonably tight, since

this requires reasoning over all possible policies.

Both HSVI and SARSOP use the fast informed bound, or FIB [23],

to initialize their upper bound computations. Intuitively, FIB com-

putes values in a simplified POMDP, where the agent fully observes

the state of the environment with a delay of one time step. However,

these bounds are often loose in practice, while tighter upper bounds

could improve the performance of 𝜖-optimal solvers.

We contribute three different methods to obtain bounds that

exhibit varying levels of tightness and computational overhead.

We first introduce the tighter informed bound (TIB) as an alter-

native for FIB. Intuitively, TIB uses a delay of two time steps rather

than one time step. TIB can be computed using value iteration, as

employed by [8, 44], on all one-step beliefs, that is, beliefs the agent

can have one time step after knowing the state. These precompu-

tations are more expensive than for FIB, but allow to compute a

bound for any belief at the same computational cost as FIB. How-

ever, we show that increasing the delay further would significantly

increase these computational costs.

Closer inspection of TIB shows that it expresses posterior beliefs

of the agent as a convex combination of one-step beliefs. However,

choosing different combinations may further tighten the bound. The

optimized tighter informed bound (OTIB) uses the convex combina-

tions that yield the tightest possible bound. However, finding this

convex combination requires solving a linear program for each pos-

terior belief in each iteration step, which is usually too expensive.

Instead, the entropy-based tighter informed bound (ETIB) heuris-

tically chooses a single combination for each posterior belief by

maximizing the weighted entropy of the chosen one-step beliefs.

This combination is reused for each iteration, thus greatly reducing

computational cost.

Empirically, TIB and ETIB provide better bounds than FIB on

a large range of benchmarks with reasonable computational cost.

To test the practical relevance of our bounds, we adapt the offline
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state-of-the-art solver SARSOP [33] to use our upper bounds as

initialization. With this alteration, SARSOP finds tighter optimality

bounds more quickly on a wide range of benchmarks, which means

the additional computational overhead of our bounds is compen-

sated by a speedup in convergence. Moreover, this positive effect

grows as the discount factor increases.

Contributions. To summarize, ourmain contributions are in-

troducing three novel bounds for POMDPs, namely TIB, ETIB, and

OTIB. These bounds both theoretically and empirically improve

prior methods. Moreover, integrating these novel bounds with the

state-of-the-art 𝜖-optimal solver SARSOP [33] leads to significant

speedups and smaller optimality gaps. Both our code [31] and ap-

pendices [30] are publically available.

2 PROBLEM SETTING

To start, we define our problem setting and provide our problem

statement. We first introduce some basic notation: Δ(𝑋 ) denotes
the set of probability distributions over a finite set 𝑋 . Given a

function 𝐹 : 𝑋 → Δ(𝑌 ) and elements 𝑥 ∈ 𝑋 , 𝑦 ∈ 𝑌 , 𝐹 (· | 𝑥) denotes
the conditional probability distribution over 𝑌 given 𝑥 , 𝐹 (𝑦 | 𝑥)
the probability of element 𝑦 given 𝑥 , and 𝑦 ∼ 𝐹 (𝑥) an element 𝑦

randomly sampled from 𝐹 (𝑥).

POMDPs. An (infinite-horizon, discounted) partially observable

Markov decision process (POMDP) [26, 51] is defined as a tuple

M = ⟨S,A,𝑇 ,O,𝑂, 𝑅,𝛾⟩, with ⟨S,A,𝑇 , 𝑅,𝛾⟩ an MDP [44] with

a finite set of states S, a finite set of actions A, a transition func-

tion 𝑇 : S × A → Δ(S), a reward function 𝑅 : S × A → R, and a

discount factor 𝛾 ∈ (0, 1). Additionally, O is a finite set of observa-

tions and 𝑂 : A × S → Δ(O) is the observation function.

A POMDP models the interaction between a stochastic environ-

ment and an agent. Let 𝑏0 ∈ Δ(S) be the fixed initial distribution

(aka initial belief ). The initial state 𝑠0 of the environment is sampled

from 𝑏0. At each time step 𝑡 , the agent picks an action 𝑎𝑡 ∈ A. As a

result, the environment transitions to a new state 𝑠𝑡+1 ∼ 𝑇 (· | 𝑠𝑡 , 𝑎𝑡 )
and returns a reward 𝑟𝑡 = 𝑅(𝑠𝑡 , 𝑎𝑡 ). However, unlike for MDPs, the

agent does not observe the state 𝑠𝑡+1, but instead receives an ob-

servation 𝑜𝑡+1 ∼ 𝑂 (· | 𝑎𝑡 , 𝑠𝑡+1). In general, agents make decisions

based on their history (𝑏0, 𝑎0, 𝑜1, . . . , 𝑎𝑡 , 𝑜𝑡+1). As shown by Åström

[4], this history can be summarized by a belief 𝑏𝑡 ∈ Δ(S). There-
fore, we can assume that the agent chooses actions according to

a (deterministic) belief-based policy 𝜋 : Δ(S) → A. Given a pol-

icy 𝜋 and an initial belief 𝑏, we define the value as the expected

discounted return over an infinite horizon E𝜋
[∑∞

𝑡=0 𝛾
𝑡𝑟𝑡 |𝑠0 ∼ 𝑏

]
.

The agent aims to maximize the value for the initial belief 𝑏0.

Probabilities. We now introduce additional notation that will be

used throughout this paper. Firstly, let𝑅max = max(𝑠,𝑎) ∈S×A 𝑅(𝑠, 𝑎)
and 𝑅min = min(𝑠,𝑎) ∈S×A 𝑅(𝑠, 𝑎) denote the maximal and minimal

reward. For any belief 𝑏 ∈ Δ(S), let 𝑅(𝑏, 𝑎) = ∑
𝑠∈𝑆 𝑏 (𝑠)𝑅(𝑠, 𝑎) be

the expected reward of action 𝑎 in belief 𝑏 and let 𝑇 (𝑠′ | 𝑏, 𝑎) =∑
𝑠∈𝑆 𝑏 (𝑠)𝑇 (𝑠′ | 𝑠, 𝑎) be the probability of transitioning to state 𝑠′

when taking action 𝑎 in belief 𝑏.

We define a shorthand for four probabilities. Given a state 𝑠 and

an action 𝑎, the probability of transitioning to state 𝑠′ and observing
𝑜 is denoted by Pr(𝑠′, 𝑜 | 𝑠, 𝑎) = 𝑂 (𝑜 | 𝑎, 𝑠′)𝑇 (𝑠′ | 𝑠, 𝑎), while the

probability of observing 𝑜 is denoted by

Pr(𝑜 | 𝑠, 𝑎) =
∑︁
𝑠′∈S

Pr(𝑠′, 𝑜 | 𝑠, 𝑎) .

Given a belief 𝑏 and action 𝑎, we denote the probability of transi-

tioning to 𝑠′ and observing 𝑜 by

Pr(𝑠′, 𝑜 | 𝑏, 𝑎) =
∑︁
𝑠∈S
[𝑏 (𝑠) Pr(𝑠′, 𝑜 | 𝑠, 𝑎)],

while the probability of observing 𝑜 is given by

Pr(𝑜 | 𝑏, 𝑎) =
∑︁
𝑠′∈S

Pr(𝑠′, 𝑜 | 𝑏, 𝑎).

Beliefs. We also define notation for specific beliefs. For any 𝑠 ∈ S,
let the unit belief 𝔟𝑠 be the belief such that 𝔟𝑠 (𝑠) = 1 (and hence

𝔟𝑠 (𝑠′) = 0 for 𝑠′ ≠ 𝑠). Let BS = {𝔟𝑠 | 𝑠 ∈ S} be the set of all unit
beliefs. If Pr(𝑜 | 𝑏, 𝑎) > 0, 𝔟𝑏,𝑎,𝑜 is the belief after taking action 𝑎

and observing 𝑜 from belief 𝑏, i.e.:1

𝔟𝑏,𝑎,𝑜 (𝑠′) = Pr(𝑠′ | 𝑏, 𝑎, 𝑜) =
∑
𝑠∈S 𝑏 (𝑠) Pr(𝑠′, 𝑜 | 𝑠, 𝑎)

Pr(𝑜 | 𝑏, 𝑎) . (1)

We write 𝔟𝑠,𝑎,𝑜 = 𝔟𝔟𝑠 ,𝑎,𝑜 , which denotes the belief reached from

the unit belief 𝔟𝑠 (i.e., the belief where the agent knows the state 𝑠)

in a single time step after executing 𝑎 and observing 𝑜 . We call

𝔟𝑠,𝑎,𝑜 a one-step belief. We define B1 as the (finite) set containing
all one-step beliefs and the initial belief 𝑏0, i.e.,

B1 = {𝔟𝑠,𝑎,𝑜 | 𝑠 ∈ S, 𝑎 ∈ A, 𝑜 ∈ O, Pr(𝑜 | 𝑠, 𝑎) > 0} ∪ {𝑏0}. (2)

See Example 3.1 for a concrete example of sets BS and B1. We note

that every reachable belief (except possibly 𝑏0) can be written as a

convex combination of one-step beliefs. Hence, all reachable beliefs

can be written as a convex combination of beliefs in B1.

𝑄-values. Lastly, to reason about the decision-making process of

an agent, we define the 𝑄-value function 𝑄 : Δ(S) × A → R as

the value for a given belief-action pair. Let Q be the set of all

functions𝑄 : Δ(S) ×A → R. The𝑄-value function corresponding

to an optimal policy can be given as the (unique) fixed point of the

Bellman operator 𝐻POMDP : Q → Q [50]:

𝐻POMDP𝑄 (𝑏, 𝑎) = 𝑅(𝑏, 𝑎) + 𝛾
∑︁
𝑜∈O

Pr(𝑜 | 𝑏, 𝑎)max

𝑎′∈A
𝑄 (𝔟𝑏,𝑎,𝑜 , 𝑎′) . (3)

Problem statement. With our problem setting defined, we formalize

our problem statement as follows:

Problem Statement. Find tractable methods of computing tight

overapproximations (or bounds) of the𝑄-value function for POMDPs

to improve the performance of 𝜖-optimal solvers.

3 PRIOR METHODS

In this section, we describe the baseline methods of finding upper

bounds for POMDPs using the notation introduced in Sect. 2. We

discuss the fast informed bound (FIB) [23], but define it using 𝑄-

functions. Then, we recall point set bounds [43] and show how FIB

can be interpreted as a point set bound. Finally, we briefly review

how upper bounds are used in the state-of-the-art solver SARSOP.

1
For conciseness, we assume beliefs 𝔟𝑏,𝑎,𝑜 with Pr(𝑜 | 𝑏, 𝑎) = 0 are arbitrarily defined,

and that sums over observations consider only those observations that occur with

non-zero probability.
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Figure 1: Visualisation of the Guessing POMDP.

First, we introduce the Guessing POMDP (Fig. 1), which we will

use as a running example to illustrate the various upper bounds.

Example 3.1 (Guessing). In the Guessing POMDP (Fig. 1), the

agent starts in an initial belief 𝑏0, with 𝑏0 (𝑠𝑥 ) = 𝑏0 (𝑠𝑦) = 0.5. From

here, the agent can guess in which state it is by taking actions 𝑥

or 𝑦, which both lead to a terminal state 𝑠
sink

(not depicted), which

yields a reward of 1 if the state is guessed correctly and 0 otherwise.

Alternatively, the agent can execute the waiting action 𝑤 , which

has a probability of 0.2 to transition to the other state and 0.8 to stay

in the same state. All state-action pairs yield the same observation

(denoted ⊥), and we assume a discount factor 𝛾 ∈ [0.9, 1). Since
taking the waiting action𝑤 does not change the agent’s belief and

yields no reward, it is intuitively easy to see that an optimal policy

is to pick action 𝑥 (or action 𝑦), yielding an expected reward of 0.5.

In Guessing, the sets of unit- and one-step beliefs are given by:

BS = {𝔟𝑠𝑥 , 𝔟𝑠𝑦 , 𝔟𝑠sink }
B1 = {𝑏0} ∪ {𝔟𝑠𝑥 ,𝑤,⊥, 𝔟𝑠𝑦 ,𝑤,⊥,

𝔟𝑠𝑥 ,𝑥,⊥, 𝔟𝑠𝑦 ,𝑥,⊥, 𝔟𝑠𝑥 ,𝑦,⊥, 𝔟𝑠𝑦 ,𝑦,⊥, 𝔟𝑠sink,𝑤,⊥}.

We note that many beliefs inB1 describe the same state distribution:

in fact, the last 5 elements are all equal to 𝔟𝑠sink . However, through-

out this paper, we will regard such beliefs as distinct members of

this set for notational simplicity.

3.1 Fast Informed Bound (FIB)

A common method of over-approximating the value of a POMDP

is to (partially) ignore the effect of partial observability. The most

straightforward example of this is the QMDP bound [35], which

intuitively corresponds to the assumption that agents can fully

observe their state in the future. We can define this as follows:

Definition 3.2. 𝑄MDP is the fixed point of the operator 𝐻MDP:

𝐻MDP𝑄 (𝑏, 𝑎) = 𝑅(𝑏, 𝑎) + 𝛾 ·
∑︁
𝑠′∈S
[Pr(𝑠′ |𝑏, 𝑎) max

𝑎′∈A
𝑄 (𝔟𝑠′ , 𝑎′)] .

(4)

To further tighten this bound, the fast informed bound (FIB) [23]

assumes an agent fully observes the current and future states

with a delay of 1 time step. More precisely, we define 𝑄FIB, the

𝑄-value function for this bound, as follows:

Definition 3.3. 𝑄FIB is the fixed point of the operator 𝐻FIB:

𝐻FIB𝑄 (𝑏, 𝑎) = 𝑅(𝑏, 𝑎)

+ 𝛾 ·
∑︁
𝑜∈O

max

𝑎′∈A

∑︁
𝑠′∈S

[
Pr(𝑜, 𝑠′ | 𝑏, 𝑎)𝑄 (𝔟𝑠′ , 𝑎′)

]
. (5)

App. B.2 [30] provides a proof that this fixed point exists and is

unique (based on the original proof from Hauskrecht [23]).

In Eq. (5), the next action 𝑎′ is picked independently of the next

state 𝑠′ but must depend only on the current belief 𝑏 and received

observation 𝑜 . However, for all future time steps, we use 𝑄-values

computed for the unit belief 𝔟𝑠′ , i.e., as if 𝑠
′
is revealed. Thus, the

formula matches the intuitive description of full observability de-

layed by one time step. In contrast to Eq. (3), 𝐻FIB depends only

on the 𝑄-values of the (finite) set of beliefs 𝔟𝑠 ∈ BS . Thus, the
value of 𝑄FIB for any belief 𝑏 can be computed efficiently by (ap-

proximately) computing the fixed point for beliefs in BS . Both the

QMDP bound and FIB are commonly used in POMDP literature

due to their tractability but tend to be loose.

Running example. Recall the Guessing POMDP. Under the QMDP

assumption, taking action𝑤 would fully reveal the agent’s state. In

that case, an agent can always guess correctly after taking action

𝑤 , which yields an expected value of 𝛾 . Similarly, under the FIB

assumption, taking action𝑤 would fully reveal the agent’s previous

state. The probability of still being in this state after this action is 0.8.

Thus, taking action𝑤 and guessing the revealed initial state yields

an expected return of 0.8𝛾 . Both are strict overapproximations of

the optimal value 0.5 of the POMDP, and both incorrectly give

higher 𝑄-values for action𝑤 than for 𝑥 or 𝑦.

3.2 Point Set Bounds

To compute tighter approximations than FIB, we consider a general

value bound that uses point sets [43]: sets of beliefs with known

upper bounds. To make the connection with our own method more

clear, we define them using our own (non-standard) notation. We

start by defining a weight function as follows:

Definition 3.4. Let 𝑏 ∈ Δ(S) be a belief and let B ⊆ Δ(S) be a
point set. A weight function𝑤 : B → R≥0 is any function satisfying

𝑏 (𝑠) = ∑
𝑏′∈B 𝑤 (𝑏′)𝑏′ (𝑠) for all 𝑠 ∈ S.WB,𝑏 denotes the set of all

possible weight functions for belief 𝑏 given point set B.2

Intuitively, a weight function expresses a belief 𝑏 as a convex com-

bination of beliefs 𝑏′ ∈ B. We can use weight functions to compute

upper bounds as follows:

Theorem 3.5 (Point set bound). Given a belief 𝑏, a point set

B, and a function 𝑄 : B × A → R which over-approximates the

𝑄POMDP-values of all beliefs-action pairs (𝑏′, 𝑎) ∈ B ×A. Then, any

weight function𝑤 ∈ WB,𝑏 gives an upper bound on the value of 𝑏:

𝑄POMDP (𝑏, 𝑎) ≤ 𝑄 (𝑤, 𝑎) :=
∑︁
𝑏′∈B

𝑤 (𝑏′)𝑄 (𝑏′, 𝑎) . (6)

This theorem follows directly from the convexity of the value

function for POMDPs [50]. To understand how Theorem 3.5 is

used implicitly by FIB, consider using point set BS and the weight

functions𝑤𝑏,𝑎,𝑜 (𝔟𝑠′ ) =
Pr(𝑜,𝑠′ | 𝑏,𝑎)
Pr(𝑜 | 𝑏,𝑎) . In that case, we find:

𝐻FIB𝑄 (𝑏, 𝑎) = 𝑅(𝑏, 𝑎)+𝛾
∑︁
𝑜∈O

max

𝑎′∈A

[
Pr(𝑜 | 𝑏, 𝑎)𝑄

(
𝑤𝑏,𝑎,𝑜 , 𝑎

′) ] , (7)

with 𝑄 the weighted sum over values of 𝑄FIB as defined in Eq. (6).

2WB,𝑏 is empty if 𝑏 does not lie in the convex hull of B.
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Algorithm 1 Precomputations for TIB, OTIB and ETIB

Compute all (unique) beliefs in B1 ⊲ Eq. (2)

for 𝑏, 𝑎 ∈ B1 × A do

𝑄 ′ (𝑏, 𝑎) ← 𝑄FIB (𝑏, 𝑎) ⊲ Eq. (5)

∀𝑜 ∈ O, precompute �̂�𝑏,𝑎,𝑜 ⊲ Eq. (10), only for ETIB

for ℎ iterations do

𝑄 ← 𝑄 ′

for 𝑏 ∈ B1, 𝑎 ∈ A do

𝑄 ′ (𝑏, 𝑎) ← 𝐻𝑄 (𝑏, 𝑎) ⊲ Eq. (8), Eq. (9) or Eq. (11)

if
𝛾

1−𝛾 max

(𝑏,𝑎) ∈B1×A
𝑄 ′ (𝑏,𝑎)−𝑄 (𝑏,𝑎)

𝑄 ′ (𝑏,𝑎) < 𝜖 then ⊲ Precision reached
3

break

return𝑄 ′

Given a point set B and belief 𝑏, the tightest upper bound we can

compute using Theorem 3.5 is found using the linear program (LP):

min𝑤∈WB,𝑏 𝑄 (𝑤, 𝑎) . However, POMDP solvers often need to com-

pute upper bounds for many beliefs using large point sets, in which

case this method is computationally expensive. Thus, instead of

solving these LPs exactly, solvers may approximate their outcome

instead. One such approximation method is the sawtooth bound [23].

This bound is based on the observation that, for point sets of the

form {𝑏′} ∪ BS , an upper bound can be computed in only O(|S|)
time. Thus, if BS ⊆ B, we can compute such a bound for all beliefs

𝑏′ ∈ B and take their minimum. This takes only O(|S||B|) time,

but still yields tight bounds in practice. We refer to Kochenderfer

et al. [29] for a detailed implementation of the sawtooth bound.

3.3 Using Bounds in Point-Based Solvers

Point set bounds are an important component of point-based solvers,

a type of algorithm that uses a finite set of beliefs to compute

both upper- and lower bounds on the value of a POMDP. Early

methods use predefined sets of beliefs to cover the entire belief space

evenly [9, 36, 60], but these methods typically scale poorly to large

POMDPs. Instead, state-of-the-art algorithms such as HSVI [48, 49]

and SARSOP [33] use heuristic search to find beliefs that closely

resemble those encountered by an optimal policy, which is sufficient

for finding 𝜖-optimal solutions [33].

SARSOP [33] is a state-of-the-art point-based solver that uses

a variant of value iteration [47] to compute lower bounds and the

sawtooth bound for upper bounds. The latter requires precomputing

value bounds for the set of unit beliefs BS , which is traditionally

done using FIB. The next section proposes methods of computing

tighter bounds for this set in tractable time.

4 INTRODUCING TIGHTER BOUNDS

In this section, we introduce three novel bounds on the value func-

tion 𝑄POMDP, which are tighter than FIB.

4.1 Tighter Informed Bound (TIB)

Firstly, we propose an extension of FIB that extends the delay at

which the full state is observed. More precisely, we define the

tighter informed bound (TIB), which assumes an agent fully

3
For an explanation of the precision parameter, see App. B.6 [30]. Alternatively, when

performing ℎ iterations, the computed bound for any belief-action pair is at most

𝛾ℎ

1−𝛾 (𝑅max − 𝑅min ) away from the fixed point.

observes the current and future states with a delay of 2 time

steps. We define the corresponding 𝑄-value function, 𝑄TIB, as:

Definition 4.1. 𝑄TIB is the fixed point of the operator 𝐻TIB:

𝐻TIB𝑄 (𝑏, 𝑎) = 𝑅(𝑏, 𝑎)

+ 𝛾
∑︁
𝑜∈O

max

𝑎′∈A

∑︁
𝑠∈S

[
𝑏 (𝑠) Pr(𝑜 | 𝑠, 𝑎)𝑄 (𝔟𝑠,𝑎,𝑜 , 𝑎′)

]
. (8)

We prove that this unique fixed point exists in App. B.3 [30].
4

Recall from Eq. (5) that for FIB, we can compute 𝑄-values for

any belief using only 𝑄-values of unit beliefs 𝔟𝑠′ . This intuitively

corresponds to state 𝑠′ being observed with a delay of 1 time step.

In contrast, in Eq. (8), we use 𝑄-values of one-step beliefs 𝔟𝑠,𝑎,𝑜 ,

which corresponds to state 𝑠 being revealed with a delay of 2 time

steps and thus aligns with the intuitive definition of TIB.

Next, we highlight some important properties of 𝑄TIB:

Theorem 4.2. 𝑄TIB has the following properties:

(1) Soundness: ∀𝑏 ∈ Δ(S), 𝑎 ∈ A : 𝑄TIB (𝑏, 𝑎) ≥ 𝑄POMDP (𝑏, 𝑎);
(2) Tightness: ∀𝑏 ∈ Δ(S), 𝑎 ∈ A : 𝑄FIB (𝑏, 𝑎) ≥ 𝑄TIB (𝑏, 𝑎).

Full proofs of Theorem 4.2 are provided in App. B.3 [30]. In-

tuitively, we recall that TIB and FIB correspond with the agent

observing the state with a delay, which gives them additional in-

formation. Since this information can only help the agent, 𝑄TIB

is a sound upper bound, showing (1). Moreover, since our model

is Markovian and the delay of FIB is lower than that of TIB, the

additional information of FIB is at least as useful. Thus, for any

belief-action pair, 𝑄TIB is never larger than 𝑄FIB, showing (2).

Running example. To provide some intuition on the tightness of

TIB, we recall the Guessing POMDP. Under the TIB assumption,

taking action 𝑤 twice lets an agent observe its initial state. The

probability of still being in this state after these actions is 0.82 +
0.22 = 0.68. Thus, taking action𝑤 twice and guessing the revealed

initial state yields an expected return of 0.68𝛾2. This is a strict

overapproximation of the optimal value of the POMDP, which is

0.5, but significantly tighter than the bound of 0.8𝛾 found by FIB.

Complexity analysis. 𝑄TIB can be computed up to an arbitrary pre-

cision using value iteration, as shown in Algorithm 1. Table 1 shows

the computational complexity of computing 𝑄TIB and 𝑄FIB using

such methods. The computational costs for a single Bellman op-

eration are equal for FIB and TIB, which also means the online

computational costs are the same. Precomputations for TIB are a

factor O( | B1 |/|S |) ∈ O(|A||O|) more expensive than for FIB. The

empirical evaluation (Sect. 5) shows that this is often manageable

in practice.

Further increasing delays. One method of computing even tighter

bounds is to consider even longer observation delays. However,

increasing the observation delay also means we need to consider

a larger set of beliefs. Thus, as shown in App. C [30], a delay of 3

time steps yields a computational complexity of O(|S|2 |A|5 |O|4ℎ)
(with ℎ the number of iterations), which is a factor O(|A|2 |O|2)
larger than for TIB. It may be possible to efficiently compute such

bounds regardless, but we will not consider this line of research

4
This follows from showing 𝐻TIB is a contraction mapping with Lipschitz constant

𝛾 < 1 and using Banach’s fixed point theorem [5].
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Table 1: Computational complexities of different bounds,

assuming precomputations are performed using Algorithm 1

with ℎ iterations. 𝐿 denotes the computational complexity of

solving an LP with |B1 | variables and |S| constraints.

Bound Bellman Operation Precomputations

FIB O(|S||A||O|) O(|S|2 |A|2 |O|ℎ)
TIB O(|S||A||O|) O(|B1 | |S| |A|2 |O|ℎ)
OTIB O(|A||O|𝐿) O(|B1 | |A|2 |O|𝐿ℎ)
ETIB O(|O|(𝐿 + |B1 | |A|)) O(|B1 | |A||O|(𝐿 + |B1 | |A|ℎ))

here. Instead, we focus on methods that can tighten our bounds

without further increasing the delay.

4.2 Optimized Tighter Informed Bound (OTIB)

Like for FIB, we notice TIB can be rewritten using Theorem 3.5

with point set B1, as follows:

𝐻TIB𝑄 (𝑏, 𝑎) = 𝑅(𝑏, 𝑎) + 𝛾
∑︁
𝑜∈O

max

𝑎′∈A

[
Pr(𝑜 | 𝑏, 𝑎)𝑄

(
𝑤𝑏,𝑎,𝑜 , 𝑎

) ]
,

where we use the following weight function:

𝑤𝑏,𝑎,𝑜 (𝔟𝑠,𝑎,𝑜 ) =
𝑏 (𝑠) Pr(𝑜 | 𝑠, 𝑎)
Pr(𝑜 | 𝑏, 𝑎) .

In contrast to FIB, however, these weights are not necessarily

unique, and Theorem 3.5 tells us any weight that represents our

belief gives a viable upper bound. Thus, we define the optimized
tighter informed bound (OTIB), which assumes the value for

future beliefs is equal to the minimal point set bound (Theo-

rem 3.5) using point set B1.We define the corresponding𝑄-value

function as follows:

Definition 4.3. WriteW𝑏,𝑎,𝑜 = WB1,𝔟𝑏,𝑎,𝑜 . Then, 𝑄OTIB is the

fixed point of the operator 𝐻OTIB:

𝐻OTIB𝑄 (𝑏, 𝑎) = 𝑅(𝑏, 𝑎)

+ 𝛾
∑︁
𝑜∈O

max

𝑎′∈A
[Pr(𝑜 | 𝑏, 𝑎) min

𝑤∈W𝑏,𝑎,𝑜

𝑄
(
𝑤, 𝑎′

)
] . (9)

We note that 𝑤𝑏,𝑎,𝑜 ∈ W𝑏,𝑎,𝑜 , which means the minimization in

Eq. (9) always has a feasible solution. A full proof of the existence

and uniqueness of𝑄OTIB is provided in App. B.4 [30]. We highlight

a number of properties of 𝑄OTIB:

Theorem 4.4. 𝑄OTIB has the following properties:

(1) Soundness:∀𝑏 ∈ Δ(S), 𝑎 ∈ A : 𝑄OTIB (𝑏, 𝑎) ≥𝑄POMDP (𝑏, 𝑎);
(2) Tightness: ∀𝑏 ∈ Δ(S), 𝑎 ∈ A : 𝑄TIB (𝑏, 𝑎) ≥ 𝑄OTIB (𝑏, 𝑎).

Proofs are provided in App. B.4 [30]. Similarly to Theorem 4.2,

soundness follows by the fact that the agent is provided with extra

information. Namely, the convex combination of beliefs defining

𝑄 (𝑤, 𝑎′) effectively splits the belief𝑏 in beliefs that are (on average)
more informative. Tightness follows from the observation that

𝑤𝑏,𝑎,𝑜 ∈ W𝑏,𝑎,𝑜 , which means the weights used in Eq. (8) are a

valid solution to the minimization in Eq. (9).

Running example. We consider theGuessing POMDP (Example 3.1).

Under the OTIB assumption, the belief after taking action 𝑤 can

be expressed using any weight function inW𝑏0,𝑤,⊥. In particular,

since 𝑏0 ∈ B1, one valid choice uses weight 1 for 𝑏0 and 0 for all

others. In that case, the action is suboptimal (with value 0.5𝛾 ), and

the OTIB bound corresponds with the real value 0.5.

Complexity analysis. As for TIB, 𝑄OTIB can be approximated using

Algorithm 1. OTIB and TIB use the same point set and thus require

the same amount of Bellman operations per iteration. However, a

single Bellman operation for OTIB is significantly more expensive

since it requires solving an LP with at most |B1 | variables and |S|
constraints. This yields the computational complexities shown in

Table 1, where 𝐿 denotes the complexity of solving such an LP.

These computation costs are typically too high for practical use.

4.3 Entropy-based Tighter Informed Bound

(ETIB): A Heuristic Approach

To reduce the complexity of the precomputations of OTIB, we con-

sider using a single weight for each belief that we reuse for all

iterations. More precisely, we approximate the worst-case weights

by those that maximize the weighted entropy. This gives higher

weights to more uncertain beliefs, which should intuitively give a

tighter bound. To formalize this, we first define themaximal entropy

weight function �̂�𝑏,𝑎,𝑜 for a belief 𝔟𝑏,𝑎,𝑜 as follows:

�̂�𝑏,𝑎,𝑜 ∈ argmax

𝑤∈W𝑏,𝑎,𝑜

∑︁
𝑏′∈BS

𝐻 (𝑏′)𝑤 (𝑏′). (10)

This equation always has a feasible solution, since𝑤𝑏,𝑎,𝑜 ∈ W𝑏,𝑎,𝑜 .

Then, the entropy-based tighter informed bound (ETIB) as-

sumes the value for future beliefs is equal to the point set

bound (Theorem 3.5) using point setB1 andmaximal entropy

weight functions (Eq. (10)). We define the corresponding𝑄-value

function as follows:

Definition 4.5. 𝑄ETIB is the fixed point of the operator 𝐻ETIB:

𝐻ETIB𝑄 (𝑏, 𝑎) = 𝑅(𝑏, 𝑎)

+ 𝛾
∑︁
𝑜∈O

max

𝑎′∈A
[Pr(𝑜 | 𝑏, 𝑎)𝑄

(
�̂�𝑏,𝑎,𝑜 , 𝑎

′)] . (11)

As for the other bounds, we provide a proof that this unique fixed

point exists in App. B.5 [30]. We highlight the following properties

of 𝑄ETIB:

Theorem 4.6. 𝑄ETIB has the following properties:

(1) Soundness: ∀𝑏 ∈ Δ(S), 𝑎 ∈ A : 𝑄ETIB (𝑏, 𝑎) ≥𝑄POMDP (𝑏, 𝑎);
(2) Tightness: ∀𝑏 ∈ Δ(S), 𝑎 ∈ A : 𝑄FIB (𝑏, 𝑎) ≥ 𝑄ETIB (𝑏, 𝑎).

The proof for Theorem 4.6 is provided in App. B.5 [30] and

follows the same intuition as the proof of Theorem 4.2. In contrast to

OTIB, we note that ETIB does not necessarily provide tighter bounds

than TIB, since there is no guarantee �̂�𝑏,𝑎,𝑜 yields tighter bounds

than𝑤𝑏,𝑎,𝑜 . In practice, however, we find ETIB is at least comparably

tight as TIB, and sometimes (significantly) tighter.

Running example. Consider the Guessing environment. Under the

ETIB assumption, the value of taking action 𝑤 is approximated

using the maximal entropy weight function �̂�𝑏0,𝑤,⊥. Since 𝑏0 is

the belief with the largest entropy in B1, this weight function is
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Table 2: Upper bounds and computation times of different methods on a number of POMDP benchmarks. If a bound has not

converged within 1200s, we report the last computed bound and denote computation time as TO. The tightest bounds are

bolded. We include lower bounds computed by SARSOP as a proxy for the optimal value, with 𝜖-optimal values underlined.

Environment Properties Baselines Our methods

Environment |S| |A| |O| |B1 | |B2 | SARSOP FIB TIB ETIB OTIB

Guessing 3 3 1 6 8 0.50 <1s 0.76 <1s 0.61 <1s 0.50 <1s 0.50 <1s

Tiger 2 3 2 3 5 19.4 <1s 87.2 <1s 49.6 <1s 40.5 <1s 40.5 <1s

Grid6x6 36 5 36 152 722 6.42 TO 8.31 <1s 8.15 <1s 7.25 <1s 7.19 16s

RockSample (5,3) 201 8 3 202 210 16.9 1s 18.3 <1s 18.3 <1s 18.3 <1s 18.3 <1s

RockSample (7,8) 13k 13 3 13k 13k 20.9 TO 28.5 105s 27.2 407s 27.2 411s 27.2 424s

K-out-of-N (2) 16 9 16 61 230 -1.75 TO -1.24 <1s -1.52 <1s -1.52 <1s -1.52 5s

K-out-of-N (3) 64 27 64 499 4.8k -2.63 TO -1.89 <1s -2.28 5s -2.28 10s -2.29 386s

Aloha (30) 90 29 90 2.5k 202k 389 TO 394 4s 392 20s 392 935s 392 TO

Tag 842 5 30 2.4k 6.3k -10.8 TO -4.75 5s -5.58 17s -5.57 21s -5.64 519s

TigerGrid 36 5 36 1.4k 100k 2.28 TO 2.73 <1s 2.58 28s 2.57 266s 2.57 TO

Hallway1 60 5 60 2.2k 147k 1.00 TO 1.29 2s 1.19 24s 1.17 395s 1.17 TO

Hallway2 92 5 92 3.4k 229k 0.34 TO 0.98 4s 0.89 50s 0.88 780s 0.88 TO

Pentagon 212 4 212 6.0k 447k 0.33 TO 0.38 3s 0.38 20s 0.38 655s 0.38 TO

Fourth 1.1k 4 1.1k 29k 2125k 0.06 TO 0.09 100s 0.09 434s 0.09 TO 0.09 TO

the weight function defined by 𝑤 (𝑏) = 1 if 𝑏 = 𝑏0, and 𝑤 (𝑏) = 0

otherwise. Thus, ETIB and OTIB find the same optimal bound.

Complexity analysis. As for our other proposed bounds, 𝑄ETIB can

be approximated using Algorithm 1, with corresponding complex-

ities shown in Table 1. The computational complexity of a single

Bellman operation is a factor O(|A|) smaller for ETIB as compared

to OTIB, since the same weight can be used for each next action 𝑎′.
Moreover, since these weights can be reused at each iteration, the

complexity for precomputations is significantly lower as well. In

practice, the number of beliefs 𝑏′ with𝑤𝑏,𝑎,𝑜 (𝑏′) > 0 is often much

smaller than |B1 |, in which case the iterations take significantly

less time than the complexity bound suggests.

5 EMPIRICAL EVALUATION

In this section, we empirically evaluate the proposed bounds: TIB,

ETIB, and OTIB. We address the following questions:

(Q1) Bounds tightness. How do the proposed bounds compare

to each other and prior bounds such as FIB? How close are

these bounds to the optimal value?

(Q2) Computational cost. What is the computational cost of

these bounds? How do they scale with the POMDP size?

(Q3) Benefits for SARSOP. Can these bounds improve the per-

formance of POMDP solvers such as SARSOP?

(Q4) Discount dependency. How does the effect of using these

bounds in SARSOP depend on the discount factor?

Implementation & Baselines. We implement Algorithm 1 within

the POMDPs.jl framework [16], and extend the Julia implementation

of SARSOP [33] to use our bounds as initialization. As discussed

in Sect. 3.3, we replace the bounds for BS with those computed

by our methods. Unless stated otherwise, we use discount factor

𝛾 = 0.95 and compute bounds using relative precision 𝜖 = 10
−3

with

ℎ = 250 maximum iterations. To ensure that our results are valid

upper bounds, and to decrease computational costs, we use (looser)

bounds as initializations. In particular, we initialize OTIB with ETIB,

ETIB with TIB, TIB with FIB, FIB with QMDP, and QMDP with

1

1−𝛾 𝑅max. App. A [30] provides further details, and all code and

data is publically available [31].

Environments. For our experiments, we use several standard

POMDP benchmarks: Tiger [12], RockSample [48], Aloha [25],

Tag [43], TigerGrid [35], Hallway1 [35], Hallway2 [35], Pen-

tagon [13] and Fourth [13].
5
These environments have diverse

characteristics, varying from 2 to 12545 states, from 3 to 29 actions,

and from 1 to 1052 observations. Table 2 shows these characteris-

tics, as well as the number of one- and two-step beliefs, for each

environment. Additionally, we consider the Guessing environment

(Fig. 1) and two new environments inspired by problems in the

literature. Firstly, we consider a 6 × 6 grid where an agent needs

to navigate from the bottom left to the top right corner. The ob-

servation function is as in Amato et al. [3]: the agent observes in

which column it is, but not in which row. Secondly, we consider

a maintenance environment called K-out-of-N with the goal of

keeping a number of components from breaking down [27]. We

add partial observability using a measuring action, which gives a

negative reward but reveals the current state, and assume the agent

gets no observations otherwise (similar to, e.g., [7, 32, 41]). App. A.2

[30] provides a complete description of both new environments.

5.1 Bound Tightness and Computational Cost

To address questions (Q1) and (Q2), we compare the upper bounds

for the initial beliefs of all environments. In addition, we show

the bounds computed by FIB and the best lower bound found by

SARSOP within 1200s, which we consider as the closest proxy for

the optimal value when evaluating the tightness of the bounds.

OTIB is tight but computationally intractable. As shown

in Table 2, OTIB is always the tightest upper bound. However, its

5
All environments are publically available within POMDPs.jl or on pomdps.org.

Research Paper Track  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

1205

pomdps.org


Table 3: The tightest relative value gap found by SARSOP for different computational budgets with different bounds as

initialization. N/A denotes no lower bound has been found within the given budget.

600s 1200s 3600s

Environment FIB TIB ETIB FIB TIB ETIB FIB TIB ETIB

Grid6x6 0.16 0.16 0.07 0.12 0.12 0.06 0.09 0.08 0.06

RockSample (7,8) 0.23 0.27 0.25 0.19 0.18 0.20 0.14 0.15 0.14

K-out-of-N (3) 0.21 0.12 0.12 0.20 0.11 0.11 0.18 0.10 0.10

Tag 0.44 0.40 0.40 0.43 0.39 0.39 0.41 0.37 0.37

TigerGrid 0.11 0.09 0.09 0.11 0.08 0.08 0.10 0.08 0.08

Hallway1 0.22 0.16 0.17 0.21 0.16 0.16 0.21 0.15 0.15

Hallway2 1.77 1.53 N/A 1.66 1.47 1.57 1.56 1.35 1.37

Pentagon 0.19 0.14 N/A 0.15 0.10 0.16 0.12 0.08 0.11

Fourth 0.66 0.92 N/A 0.57 0.62 N/A 0.44 0.41 1.38

Table 4: Computation times of SARSOP for different envi-

ronments, using different heuristics as initialization.

Environment FIB TIB ETIB

Guessing <1s <1s <1s

Tiger <1s <1s <1s

RockSample (5,3) <1s <1s <1s

K-out-of-N (2) 612s 101s 100s

Aloha (30) 45s 40s 945s

computation times are significantly higher than of the other tested

bounds, and for larger environments it often does not converge

within the given time.

TIB and ETIB are tighter than FIB, with tractable overhead.

TIB and ETIB are tighter than FIB in all environments at the cost

of longer, but mostly tractable, computation times. The differences

in the bounds are the largest for Guessing, Tiger, and Grid6x6,

where ETIB performs significantly better than TIB and about on

par with OTIB. However, the results for Tag show that ETIB is not

guaranteed to outperform TIB, and for most other environments

the difference between TIB and ETIB is minimal. The difference

between FIB and our proposed bound is small in environments

where all uncertainty is contained in the initial state, as is the case

for RockSample.
6

5.2 Improvement of SARSOP

Next, we investigate question (Q3) by comparing the performance

of SARSOP when using FIB, TIB, and ETIB as initialization. For

our evaluation, we split the environments into two groups. For

the smaller environments where SARSOP finds an 𝜖-optimal policy

within one hour, we consider convergence times. For the larger

environments, where SARSOP does not converge within an hour,

we instead consider the relative value gap

𝑉gap =
𝑉 (𝑏0) −𝑉 (𝑏0)��𝑉 (𝑏0)��

6
For RockSample (7,8), the difference in computation times between TIB, ETIB, and

OTIB is almost exclusively caused by system variance (as caused by different memory

allocations, garbage collection timing, etc.).
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Figure 2: Upper- and lower bounds on the initial value of

the K-out-of-N (2) environments as computed by SARSOP

in the first 60s, using different bounds as initialization. Solid

lines show upper bounds, and dashed lines lower bounds.

after 600s, 1200s and 3600s. We also provide the upper- and lower

bounds in App. B.4 [30]. All running times include the precompu-

tation times of the bounds.

In smaller environments, using TIB or ETIB to initialize

SARSOP yields mixed results. As shown in Table 4, for most

small environments, SARSOP is already sufficiently fast that the

initialization has little effect on computation times. The exceptions

are K-out-of-N (2), where using TIB and ETIB is significantly

quicker than using FIB, and Aloha (30), where ETIB is significantly

slower. For K-out-of-N (2), Fig. 2 shows the upper- and lower

bounds as computed by SARSOP over time. We see that when

using FIB, an initial upper bound is computed slightly quicker, but

the convergence speed is worse than when using TIB or ETIB.

In larger environments, using TIB improves the bounds

computed by SARSOP. Table 3 shows the tightest relative value

gap found with different computational budgets for our larger en-

vironments. We see that using TIB typically improves the perfor-

mance of SARSOP given a sufficiently large computational budget.

However, for environments where TIB is computationally expen-

sive (such as RockSample (7,8) and Fourth), we find that using

FIB (initially) yields better results. In contrast, using ETIB yields

better results for Grid6x6, but otherwise performs similar or worse

then TIB due to its higher computational cost.
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Figure 3: Computation times of SARSOP against the discount factor, using different bounds as initialization.

5.3 Discount Dependency

Lastly, we investigate question (Q4) by testing how the discount

factor affects the computation times of SARSOP, given different

initialization bounds. Due to the computational cost, we only test

on smaller environments, but we expect this behavior to translate

to larger environments as well.

SARSOP profits more from tighter initial bounds for high

discount factors. As shown in Fig. 3, the effect of different initial-

ization is minimal for goal-oriented environments, such as Rock-

Sample (5,3). However, for non-goal-oriented problems (such as

Tiger and K-out-of-N), we find that the absolute speedup of using

TIB and ETIB increases with the discount factor.

6 RELATEDWORK

Besides QMDP [35], FIB [23] and point-based methods [9, 36, 43,

48, 49, 60], which we introduced in Sect. 2, we mention a num-

ber of other methods used for computing upper bounds. Firstly, a

number of works consider simplifying the set of reachable beliefs

by discretizing the belief space in a similar style as point-based

solvers [10, 11, 18, 42, 56]. Next, Yoon et al. [59] introduce ‘hind-

sight optimization’, which uses deterministic planning in a number

of sampled ‘situations’ to approximate the value of a (PO)MDP.

Haugh and Lacedelli [21] use ‘information relaxation’ in a similar

way. Barenboim and Indelman [6] consider only a subset of possible

outcomes of the transition- and observation function to compute

upper bounds in online solvers. However, all these methods are

typically less tight (though computationally cheaper) than our pro-

posed bounds. Lastly, some bounds are based on the properties of a

particular type of POMDP. For example, Sinuany-Stern et al. [46]

consider POMDPs that model maintenance, while Krale et al. [32]

consider POMDPs where agents have explicit measuring actions.

Our empirical analysis focuses on SARSOP [33], but we men-

tion a few related state-of-the-art POMDP solvers. Firstly, POMCP

[45], and AdaOPS [57] are both variants of Monte Carlo tree search

(MCTS) adapted for POMDPs. DESPOT [58] is also based on tree

search but uses hindsight optimization to increase tractability. Lastly,

many methods make use of (deep) reinforcement learning to find

approximate solutions to POMDPs [19, 22, 34]. However, all these

methods focus on large (continuous) state-, action- and observation

spaces where our bounds are computationally intractable.

Deterministic Delay MDPs (DDMDPs) [2, 28, 54] are MDPs where

the agent can fully observe its state with some constant delay, which

is conceptually similar to FIB and TIB. Finding exact solutions to

DDMDPs is NP-hard [54], but efficient approximate solvers exist [1,

14]. However, FIB and TIB take into account (partial) observations

occurring before the state is fully revealed, while such observations

do not exist in DDMDPs. This means that in POMDPs with no

observations, FIB and TIB correspond to the solutions of DDMDPs

with delays 1 and 2, respectively. However, solutions for DDMDPs

are not sound upper bounds for POMDPs in general, so we do not

compare our method with DDMDP solvers.

Lastly, we mention a number of other works related to 𝜖-optimal

POMDP solving. Walraven and Spaan [53] and Hansen and Bow-

man [20] propose methods to speed up the incremental pruning

of 𝛼-vectors, which constitutes a considerable amount of the com-

putation time of SARSOP. Relatedly, Dujardin et al. [15] propose a

method that uses less 𝛼-vectors instead. Wang et al. [55] proposes

to use quadratic functions instead of piecewise-linear functions to

represent the upper bound.

7 CONCLUSION

To improve the performance of 𝜖-optimal solvers, we introduced

three novel bounds for POMDPs (TIB, OTIB, and ETIB). We prove

these bounds are tighter than the commonly used FIB, and show

they can be computed using value iteration. Empirically, both TIB

and ETIB are computationally tractable on a large range of bench-

marks. Moreover, using these bounds to initialize state-of-the-art

solver SARSOP improves its performance.

Future work may focus on increasing the tractability of our

bounds. For example, instead of computing bounds for all beliefs

𝑏 ∈ B1, it may be quicker to use FIB for those that have a low

probability of being reached. Alternatively, more research could be

done on different heuristic choices for weights, particularly choices

that do not require solving LPs. We consider and test one such

choice in App. A.3 [30] with limited success, but using different

(combinations of) heuristic(s) could potentially get tight bounds

at lower computational costs than ETIB. Lastly, future work could

consider how our bounds can be applied to other settings, such as

finite- or indefinite horizon problems.
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