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ABSTRACT
Real-time stochastic multi-ship trajectory modeling is crucial for
maritime safety. However, it remains challenging due to the uncer-
tainty of dynamic vessel intentions and their complex interactions.
Most existing studies rely on deterministic social data from histori-
cal time steps for modeling, which often fail to capture the future
states of interacting ships, leading to unrealistic trajectory overlaps.
Recent research has demonstrated that diffusion models excel in
trajectory prediction due to their high generation quality, training
stability, and diversity. However, their slow sampling speed lim-
its real-time perception in maritime environments, as generating
high-quality trajectories typically requires hundreds of denoising
steps. To address these challenges, we propose a Multi-Ship Future
interaction trajectory prediction approach based on a Pre-initializer
Diffusion model (MFPD). By training a parameterized pre-initializer
to directly learn the joint distribution of multiple denoising steps
in the reverse diffusion process, our method significantly reduces
the time cost of denoising while retaining only a few steps for
fine-tuning the distribution. Specifically, in addition to encoding
historical trajectory information and social interactions as state em-
beddings, we also incorporate future trajectory andmultimodalmar-
itime environmental information as input condition embeddings to
fully capture potential future interactions and environmental fea-
tures. Experimental results demonstrate that the proposed model
significantly improves performance on two real-world datasets
while greatly accelerating the sampling speed, demonstrating the
superiority in real-world maritime environments.
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1 INTRODUCTION
Maritime transportation is a cornerstone of global trade, with over
90% of goods transported by sea. As global trade continues to grow,
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Figure 1: Illustration of the MFPD diffusion and reverse pro-
cess with a pre-initializer. we first use a parameterized pre-
initializer to estimate the distribution and generate samples,
and then perform few denoising process for fine-tuning.

so does the density of maritime traffic, leading to increased risks,
especially in congested waterways and adverse weather conditions.
Ensuring maritime safety is crucial, particularly in situations where
interactions between vessels are inevitable. Accurate ship trajec-
tory prediction is a vital tool for avoiding collisions, improving
traffic flow, and enhancing operational efficiency.The Automatic
Identification System (AIS)[42, 48] plays a pivotal role in maritime
traffic monitoring by providing real-time data on ship positions,
speeds, and courses. Leveraging AIS data for ship motion analy-
sis and trajectory prediction is essential for improving safety and
assisting ship crews in making timely decisions to reduce the risk
of collisions. Although human operators are experienced, they are
susceptible to errors under stress, fatigue, or marine environments
with low visibility, such as rainy and foggy conditions. Automated
systems, by contrast, can process large volumes of trajectory data
rapidly and consistently, offering more accurate and timely pre-
dictions, which are crucial for modern maritime navigation and
safety.

However, predicting future ship trajectories remains challeng-
ing due to the inherent uncertainty in ship behavior, such as the
ability to dynamically adjust speed and course. Previous research
on generative models has attempted to address this uncertainty.
Some approaches utilize Generative Adversarial Networks (GANs)
[14, 27] or Conditional Variational Autoencoders (CVAE) [10, 19, 47]
to model multimodal future trajectories. GANs, while useful, of-
ten suffer from instability during adversarial training and produce
limited diversity in generated trajectories. Although CVAEs can
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generate diverse trajectories, it often lacks accuracy. A key limi-
tation of diffusion models is the slow sampling speed during the
reverse diffusion process, which is inherently reliant on a Markov
process[16, 38]. This reliance results in prolonged inference times in
real-time prediction environments, as generating high-quality sam-
ples typically requires hundreds of denoising steps. For instance,
experiments on the Weihai Port dataset show that a standard diffu-
sion model requires approximately 200 denoising steps to achieve
satisfactory prediction performance based on historical social tra-
jectory data and multimodal future trajectory and environmental
information, with each prediction taking around 3110 milliseconds.
This speed bottleneck presents significant challenges, especially in
real-time prediction scenarios and complex maritime environments.

Furthermore, many related studies[4, 7, 22] have overlooked sev-
eral critical issues in modeling maritime environments. First, they
often focus solely on modeling historical trajectory data, neglect-
ing the benefits of multimodal modeling. Second, they primarily
concentrate on predicting individual or multiple ship trajectories
based on temporal and social relationships in the historical data,
overlooking potential interactions between future trajectories of
multiple ships. As a result, these approaches fail to capture the true
dynamics of the maritime environment. Finally, previous trajectory
prediction models have not fully leveraged the geometric properties
of trajectories. As sequences of two-dimensional positions, ship
trajectories exhibit geometric invariance. In this study, we consider
the invariance and equivariance properties of SO(2)[8, 46] with the
aim of enhancing the model’s generalization ability under a limited
ship trajectory dataset. Invariance implies that the model’s output
remains unaffected when the input data is rotated by a certain angle,
meaning the model’s predictions should remain consistent under
any rotation. Equivariance, on the other hand, refers to the property
where the model’s output transforms according to the same rules
when the input data undergoes a specific transformation.

To address the above challenges, our proposed Multi-Ship Fu-
ture Interaction Trajectory Prediction (MFPD) model follows the
same forward diffusion process as standard diffusion models but
introduces a novel approach to the reverse denoising process. By
training a parameterized pre-initializer, we directly learn the joint
distribution of multiple denoising steps in the reverse diffusion
process using state embeddings and conditional embeddings 𝐶 de-
rived from temporal-social information. This approach significantly
reduces the time cost of denoising while retaining only a few de-
noising steps for fine-tuning the distribution, as shown in Figure 1.
To ensure sufficient prediction diversity, we sample multiple corre-
lated prediction trajectories to distribute path diversity, rather than
relying on independent and identically distributed samples.The pro-
posed method does not strictly depend on Markov process-based
sampling strategies, providing a novel solution to overcome the
inference speed bottleneck in ship trajectory prediction.

More specifically, MFPD introduces a novel encoder-decoder
architecture. In addition to encoding historical trajectory informa-
tion and social interactions into state embeddings, the encoder also
incorporates future trajectories and multimodal maritime environ-
ment data as conditional inputs. This allows the model to fully
capture potential future interactions and environmental features.
The parameterized pre-initializer is decomposed into three train-
able components: mean trajectory, variance, andmultiple correlated

prediction samples. To train these components, the multimodal en-
coder generates state and conditional embeddings, which are used
to produce accurate estimates. The decoder follows a standard diffu-
sion model structure to fine-tune the distribution generated by the
pre-initializer. Furthermore, it employs a Transformer-based[43]
architecture to effectively capture temporal dependencies within
the trajectories.

The primary contributions of this paper are as follows:
• We propose a novel stochastic trajectory prediction frame-
work (MFPD) as shown in Figure 2, which accelerates the
denoising diffusion process by training a parameterized pre-
initializer to sample initial correlated trajectories. It achieves
precise and diverse predictions with fast inference speed,
making it suitable for real-time multi-ship trajectory model-
ing.

• In addition to encoding historical trajectory temporal in-
formation and social interactions as state embeddings, we
incorporate future trajectory data and multimodal maritime
environmental information as conditional embeddings. This
allows themodel to fully capture potential future interactions
between multiple vessels and the associated environmental
features.

• We conduct extensive experiments on two real-world ship
trajectory datasets. The results demonstrate that our method
significantly improves prediction performance while reduc-
ing inference time by 20 times, showcasing its advantage in
real-time predictions within maritime scenarios.

2 RELATEDWORK
2.1 Discriminative Models
Discriminative models are a class of machine learning models that
characterize conditional distributions and learn trajectory motion
patterns from historical trajectories. Previous approaches, such
as nonlinear filtering, Support Vector Machines (SVM)[44], Recur-
rent Neural Networks (RNN)[4], and Long Short-Term Memory
(LSTM) networks[12, 23, 40], have primarily focused on modeling
historical trajectories. Additionally, social-aware models like Social-
LSTM[1, 22] and Spatio-Temporal Graph convolutional neural net-
works (STGCN)[31] have been widely applied to ship trajectory
prediction.While thesemethods effectively capture temporal depen-
dencies, they struggle to fully represent the inherent uncertainty
and multimodal nature of ship trajectories. Specifically, Support
Vector Regression (SVR) models [44] have been utilized to map in-
put historical trajectory data to outputs, establishing a relationship
between observed values and future trajectories. In the BP method
[50], longitude, latitude, vessel heading, and speed serve as inputs
to Backpropagation (BP) neural networks for vessel trajectory pre-
diction. Long Short-Term Memory (LSTM) networks [40] have also
been employed to predict vessel trajectories, with results validated
using real AIS data.

Recent trajectory prediction approaches have focused on mod-
eling complex social interactions and risks. Social-LSTM [1] in-
troduces a social pooling layer to aggregate neighborhood inter-
action information, using sophisticated networks to model social
interactions. Spatio-temporal graph models [9, 21] adopt spatio-
temporal graph convolutional neural networks to jointly model
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Figure 2: The proposed MFPD model consists of an encoder and a decoder (a). The encoder integrates historical trajectory data
and maritime environment information to generate trajectory features, as shown in (b). In addition to encoding temporal
information and social interactions, the model incorporates future trajectory data and multimodal marine environment
information as conditional embeddings to enhance representation. (c) illustrates the structure of the pre-initializer, which
reparameterizes to generate relevant samples. Finally, (d) presents the Transformer-based diffusion model decoder, which
refines the pre-initialized samples and iteratively generates predicted trajectories over 𝑘 steps.

temporal clues and social interaction behaviors. However, some
studies [5, 29] suggest that methods analyzing social interactions
may exhibit biases, as evidenced in empirical results.

2.2 Generative Models
2.2.1 General Generative Models. Generative models characterize
joint distributions to capture the distribution of trajectory data, en-
abling the generation of new trajectories. Addressing the inherent
uncertainty in vessel motion, a model proposed by [34] uses Gauss-
ian Processes (GP) to represent trajectory uncertainty as continuous
probability distributions. The rapid development of Social-GAN
in autonomous driving has inspired trajectory prediction in vessel
navigation. Recent studies [17, 35] explore the use of Generative
Adversarial Networks (GAN) and Social-GAN[15] to model multi-
modalities with variable noise. GANs hold promise for overcoming
the challenges of complex multimodal data by learning the under-
lying distribution of training data. For instance, Col-GAN [24] can

generate multiple plausible trajectories while minimizing potential
collisions through the use of a collision discriminator.

Variational Autoencoder (VAE) structures [6, 37] have also been
employed, utilizing variational inference to learn distributions and
introducing conditional information during trajectory generation.
This results inmore flexible and adaptable trajectories under specific
conditions. Despite significant progress made by these stochastic
predictionmethods[25, 45], they exhibit limitations such as unstable
training processes or anomalous trajectory generation.

2.2.2 Denoising Diffusion Models. Diffusion models have attracted
widespread attention due to their powerful representation capabili-
ties, diversity, and stable training process in generativemodeling[32,
33, 41]. To capture multimodal trajectory distributions, recent ef-
forts have turned towards stochastic trajectory prediction using
Denoising Diffusion Probabilistic Models (DDPM) [16], inspired by
non-equilibrium thermodynamics[38]. In the trajectory prediction
domain [13, 28], diffusion models learn a parameterized Markov
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Figure 3: Inference phase of the proposed model MFPD.

chain through a denoising process, gradually transitioning from an
initial noisy distribution to specific data distributions.

To expedite the sampling process, DDIM [39] and LED [30] pre-
dict on raw data and estimate the position of the next expected
step based on non-Markovian processes. Progressive distillation
(PD) [36] has been applied to the denoising step of deterministic
diffusion sampling, accelerating sampling by iteratively refining
the process. Most recent studies have focused on designing efficient
samplers to accelerate the inference process of diffusion models,
such as DPM-Solver++[26] and karras[18]. However, these sam-
plers often compromise the model’s expressive power or require
complex tuning, making them difficult to generalize across diverse
scenarios. Furthermore, many of these samplers rely on specific
diffusion process structures, limiting their flexibility and provid-
ing only modest improvements in reducing time consumption. In
our work, we propose training a parameterized pre-initializer to di-
rectly learn the multimodal distribution of trajectories for sampling,
followed by standard denoising steps to achieve faster inference
speeds, as shown in Figure 3.

3 METHOD
3.1 Problem Formulation
Supposing an observed vessel can receive AIS broadcast signals
from n surrounding vessels within the effective interaction range,
the objective of vessel trajectory prediction is to generate credible
trajectories for a future time period based on the observed vessel’s
own motion trajectory and the past motion trajectories of the n
surrounding vessels. First, lat, lon, SOG and COG represent the
latitude, longitude, speed over ground, and course over ground
at timestamp 𝑡 , respectively. Additional features such as heading,
type, status, and draught serve as independent ais conditions 𝐶𝑎𝑖𝑠
for the model. These features, indicating the ship’s current head-
ing direction, ship type (e.g., container ship, LNG), operational
status (e.g., at anchor, under way), and draught (ship’s depth in
water), help the model better understand the ship’s behavior in
varying scenarios, facilitating more precise trajectory predictions.
All features are encoded into real numbers during preprocessing.
That is, input 𝑥𝑖 = {𝑠𝑖 𝑡 ∈ R8 |𝑡 = 0, 1, · · · ,𝑚}, 𝑖 ∈ {0, 1, · · · , 𝑛},
Where 𝑠𝑖 𝑡 is represented by an 8-dimensional feature vector 𝑠𝑖 𝑡 =
[𝑙𝑎𝑡, 𝑙𝑜𝑛, 𝑆𝑂𝐺,𝐶𝑂𝐺,ℎ𝑒𝑎𝑑𝑖𝑛𝑔, 𝑡𝑦𝑝𝑒, 𝑠𝑡𝑎𝑡𝑢𝑠, 𝑑𝑟𝑎𝑢𝑔ℎ𝑡] at timestamp t,
the position of the vessel on the water surface at time 𝑡 ,𝑚 is the
observation duration of the trajectory. The predicted future trajec-
tories are written as 𝑦𝑖 = {𝑠𝑖 𝑡 ∈ R4 |𝑡 =𝑚 + 1,𝑚 + 2, · · ·𝑚 + 𝑙}, 𝑖 ∈
{0, 1, · · · , 𝑛}, where 𝑙 refers to the time length of the predicted.

Each predicted point 𝑠𝑖 𝑡 is a 4-dimensional feature vector: 𝑠𝑖 𝑡 =
[𝑙𝑎𝑡, 𝑙𝑜𝑛, 𝑆𝑂𝐺,𝐶𝑂𝐺].

Given the high uncertainty associated with future trajectories,
practical applications often involve predicting multiple trajecto-
ries to strike a balance between the determinacy and diversity of
generated trajectories. This paper delves into stochastic trajectory
prediction, where the aim is to forecast the distribution of future
trajectories rather than a single trajectory. The objective of stochas-
tic trajectory prediction is to train a predictive model 𝑀𝜃 () with
parameters 𝜃 to generate a distribution Pred𝜃 = 𝑀𝜃 (𝑥0, 𝑥1 · · · 𝑥𝑛).
The result of S sampling based on the distribution of the prediction
model is 𝑦 = {𝑦1, 𝑦2, · · · , 𝑦𝑆 } . In order to ensure that at least one
sampled trajectory approximates the ground-truth trajectory 𝑦𝑔𝑡 ,
the training objective is:

Pred𝜃 = min
𝜃

min
𝑦𝑖 ∈�̂�

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑦𝑖 , 𝑦𝑔𝑡 ), 𝑖 ∈ {1, 2, · · · , 𝑆}. (1)

3.2 Environment Embedding and Encoding
Future Interactive Motion

Modern ship sensor suites provide far more information than just
the observation of surrounding ship trajectories. Notably, various
data sources such as radar, sonar, weather sensors, and electronic
nautical charts assist in positioning and navigation. Depending on
sensor availability and task relevance, we utilize Electronic Nauti-
cal Charts (ENC) as a key reference for environmental perception.
These charts are encoded with semantic region types (e.g., "naviga-
ble area," "land-water boundary," "waterway intersection," "offshore
platform") based on the environmental information they provide.
To exploit this data, we use Convolutional Neural Networks (CNN)
to encode the local chart and rotate it to align with the ship’s head-
ing. The environment-based conditional embedding is denoted as
𝐶𝑒 .

Encoding the future motion plans of multiple ships as condi-
tional embeddings is crucial to preventing trajectory overlap in
multi-ship environments. Specifically, we use a bidirectional LSTM
with 256 hidden dimensions to encode future multi-ship motion
plans, denoted as 𝐶𝑓 , over 𝑙 time steps. The model takes the his-
torical single-dimensional trajectories of both the ego ship and
surrounding ships as input. A bidirectional LSTM is chosen due
to its strong performance in simple sequence prediction tasks [3].
The final conditional embeddings are then concatenated into the
main representation vector. The final overall model condition 𝐶
is the fusion of future interaction, environmental embedding, and
independent AIS input conditions:

𝐶 = 𝐹𝑢𝑠𝑖𝑜𝑛(𝐶𝑒 ,𝐶𝑓 ,𝐶𝑎𝑖𝑠 ) . (2)

3.3 Denoising Diffusion Process
First we define the diffusion process of adding noise as (𝑦0, 𝑦1, · · · , 𝑦𝐾 )
, where 𝑦0 is given initial ground truth trajectory, 𝐾 is the total
number of diffusion steps, and 𝑦𝐾 is random noise that follows a
Gaussian distribution after 𝐾 times of noise addition. This process
aims to gradually increase the uncertainty of the ship navigation
trajectory and destination until the ground truth trajectory becomes
a completely random fuzzy motion region. Conversely, we have
learned the reverse process of adding noise (𝑦𝐾 , 𝑦𝐾−1, · · · , 𝑦0) , to
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gradually denoise completely random uncertain trajectories into
deterministic ones. In the standard denoising module, both the dif-
fusion process and the reverse diffusion process are represented
using Markov chains with Gaussian transitions.

The diffusion model is different from the traditional latent vari-
able model in the form of 𝑝𝜃 (𝑦0 |𝐶) :=

∫
𝑝𝜃 (𝑦0:𝐾 |𝐶)𝑑𝑦1:𝐾 . The joint

distribution 𝑝𝜃 (𝑦0:𝐾 |𝐶) is called the reverse process. The reverse
process is defined as a Markov chain with learned Gaussian tran-
sitions starting at 𝑝 (𝑦𝐾 ) = 𝑁 (𝑦𝑘 ; 0, 𝐼 ) ,We formulate the reverse
process as follows:

𝑝𝜃 (𝑦0:𝐾 |𝐶) := 𝑝 (𝑦𝐾 )
𝐾∏
𝑘

𝑝𝜃 (𝑦𝑘−1 |𝑦𝑘 ,𝐶), (3)

𝑝𝜃 (𝑦𝑘−1 |𝑦𝑘 ,𝐶) := 𝑁 (𝑦𝑘−1; 𝜇𝜃 (y𝑘 , 𝑘,𝐶),
∑︁

𝜃
(𝑦𝑘 , 𝑘)), (4)

Diffusion model of approximate posterior 𝑞(𝑦1:𝐾 |𝑦0), called the
forward process or diffusion process. It is fixed in a Markov chain
that gradually adds Gaussian noise to the data according to the
variance schedule 𝛽1, 𝛽2, · · · , 𝛽𝐾 .The posterior distribution of the
diffusion process from 𝑦0 to 𝑦𝐾 is given by:

𝑞(𝑦1:𝐾 |𝑦0) :=
𝐾∏
𝑘=1

𝑞(𝑦𝑘 |𝑦𝑘−1), (5)

𝑞(𝑦𝑘 |𝑦𝑘−1) := 𝑁 (𝑦𝑘 ;
√︁

1 − 𝛽𝑘𝑦𝑘−1, 𝛽𝑘 𝐼 ), (6)

Due to the notable property of the Gaussian transitions, we calculate
the diffusion process at any step k in a closed form as:

𝑞(𝑦𝑘 |𝑦0) := 𝑁 (𝑦𝑘 ;
√︁
𝛼𝑘𝑦0, (1 − 𝛼𝑘 )𝐼 ). (7)

where 𝛼𝑘 =
𝑘∏
𝑠=1

𝛼𝑠 and 𝛼𝑘 = 1 − 𝛽𝑘 . Thus, as K becomes suffi-

ciently large, we approximate 𝑦𝐾 ∼ 𝑁 (0, 𝐼 ) [16]. This suggests that
deterministic trajectories gradually converge to a Gaussian noise
distribution as noise is progressively added, aligning with the non-
equilibrium thermodynamic phenomena observed in the diffusion
process.

3.4 Parameterized Pre-Initializer
Assuming the number of standard denoising steps is 𝐾 , train a
parameterized pre-initializer to replace the initial 𝐾 − 𝑘 denoising
steps, then jump directly to the 𝑘th denoising step through the pre-
initializer. Since the pre-initializer fits and replaces the distribution
𝑃 (𝑌𝑘 ) of the first𝐾 −𝑘 steps, it then follows the standard denoising
procedure for 𝑘 steps to achieve the effect of fine-tuning and refine-
ment. Here, the number of trajectories sampled according to the de-
noised distribution 𝑃 (𝑌𝑘 ) is 𝑆 , and the sampled trajectories obtained
after the pre-initializer are denoted as: 𝑦𝑘 = {𝑌𝑘1 , 𝑌

𝑘
2 , · · · , 𝑌

𝑘
S }.

We now illustrate how the denoised distribution 𝑃 (𝑌𝑘 ) of the
parameterized pre-initializer is represented. However, it is not easy
for a learned model to directly capture complex distributions and
often leads to large biases and unstable training. The denoised
distribution 𝑃 (𝑌𝑘 ) of the parameterized pre-initializer contains
three trainable modules, which are 𝜇𝜃 , 𝜎𝜃 , 𝑆𝜃 . The three modules

are:

𝜇𝜃 = 𝑓𝜇 (𝑥0, 𝑥1, · · · , 𝑥𝑛,𝐶)
𝜎2
𝜃
= 𝑓𝜎 (𝑥0, 𝑥1, · · · , 𝑥𝑛,𝐶)

𝑆𝜃 = 𝑓
𝑆
(𝜎𝜃 , 𝑥0, 𝑥1, · · · , 𝑥𝑛,𝐶) = (𝑆𝜃,1, · · · , 𝑆𝜃,s, · · · , 𝑆𝜃,S),

(8)

Here 𝜇𝜃 ,𝜎2
𝜃
are the mean and variance of the distribution 𝑃 (𝑌𝑘 ),

and 𝑆𝜃 is the normalized trajectory position of S samples.

𝑌𝑘s = 𝜇𝜃 + 𝜎𝜃𝑆𝜃,s
𝑌𝑘 = 𝜇𝜃 + 𝜎𝜃𝑆𝜃 .

(9)

Where the mean estimate 𝜇𝜃 is the average trajectory inferred from
past trajectories with respect to the denoising distribution 𝑃 (𝑌𝑘 ) at
step 𝑘 , and the variance estimate 𝜎2

𝜃
is the variance inferred from

past trajectories with respect to the denoising distribution 𝑃 (𝑌𝑘 )
at step 𝑘 . These two estimates are the same across 𝑆 samples. The
sample trajectory prediction 𝑆𝜃 is the normalized trajectory position
of 𝑆 samples predicted from the past trajectory and the variance
estimate 𝜎2

𝜃
. It is worth noting that the 𝑆 sampled trajectories are

not independent and identically distributed, the purpose is to ensure
the diversity of future trajectories.

3.5 Training Objective
Training our model containing a parameterized pre-initializer is
different from training a standard diffusionmodel. Here, the method
of separate training of the parameterized pre-initializer for two
stages of pre-initializer and standard diffusion process is used. In
the first stage, we only focus on training the standard denoising
model. In the second stage, we train a parameterized pre-initializer
that is continuously optimized to skip and replace a large number
of denoising steps, and then perform a small number of denoising
steps to refine the sampled trajectory. This makes the training more
stable and speeds up convergence somewhat.

In the first stage of training the standard denoising module, in
order to predict the true trajectory, the expected training should
optimize the log-likelihood in the reverse process, we maximize
the variational lower bound to do the optimization:

E[log𝑝𝜃 (𝑦0)] ≥ E𝑞 [log
𝑝𝜃 (𝑦0:𝐾 ,𝐶)
𝑞(𝑦1:𝐾 |𝑦0)

]

= E𝑞 [log 𝑝 (𝑦𝐾 ) +
𝐾∑︁
𝑘=1

log
𝑝𝜃 (𝑦𝑘−1:𝑘 ,𝐶)
𝑞(𝑦𝑘 |𝑦𝑘−1)

],
(10)

In the loss function, we ignore the term E𝑞 log𝑝 (𝑦𝐾 ). Since 𝑝 (𝑦𝐾 )
is a standard Gaussian, it has no parameters to learn, so it doesn’t
make any sense to include it in the loss function.

Here we refer to [16] and omit the calculation of 𝐷𝐾𝐿 . Finally,
we eliminate 𝐷𝐾𝐿 and obtain the following loss function:

𝐿1 = E𝜀,𝑦0,𝑘 | |𝜀 − 𝜀𝜃 (𝑦𝑘 , 𝑘,𝐶) | |, (11)

Where 𝑥 is the observed trajectory, 𝜀 ∼ 𝑁 (0, 𝐼 ) , 𝑦𝑘 =
√
𝛼𝑘𝑦0 +√

1 − 𝛼𝑘𝜀 and the training is performed at each step 𝑘 ∈ 1, 2, · · · , 𝐾 .
In the second stage, we focus on training the parameterized pre-

initializer module, and the optimization method uses the frozen
denoising module. For each sample, the loss function is given by:
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Figure 4: Experiment on the impact of different learning
rates on prediction performance.

𝐿2 =
√
𝑚 · min

𝑠
∥ 𝑦𝑔𝑡 − 𝑦𝑠 ∥2 +

√
1 −𝑚(

𝑆∑
𝑠=1

∥ 𝑦𝑔𝑡 − 𝑦𝑠 ∥2

𝜎2
𝜃
𝑆

+ log𝜎2
𝜃
) .

(12)
Where 𝑦𝑔𝑡 is the ground truth trajectory, 𝑦𝑠 is the 𝑠-th predicted
trajectory, and𝑚 ∈ (0, 1) is a hyperparameter. min

𝑠
∥ 𝑦𝑔𝑡 − 𝑦𝑠 ∥2

means that the generated estimate is reasonable when one of the 𝑆
generated trajectories is close to the true trajectory.The latter term
is the normalization of the variance estimate by the uncertainty
loss, which balances the accuracy and diversity of the trajectory

prediction.

𝑆∑
𝑠=1

∥𝑦𝑔𝑡−�̂�𝑠 ∥2

𝜎2
𝜃
𝑆

makes the value of 𝜎2
𝜃
proportional to the

complexity of the prediction. The second part log𝜎2
𝜃
is a regular-

ization term used to avoid trivial solutions to 𝜎2
𝜃
.

3.6 Inference
With the parameterized pre-initializer described above, 𝐾 − 𝑘 de-
noising steps of the reverse diffusion process are skipped, followed
by standard denoising steps 𝑘 to 0, as shown in Figure 3. We gen-
erate progressively deterministic trajectories, that is, trajectories
from 𝑦𝑘 to 𝑦0 as follows:

𝑦𝑘−1 = 1√
𝛼𝑘

(𝑦𝑘 −
𝛽𝑘√

1−𝛼𝑘
𝜀𝜃 (𝑦𝑘 , 𝑘,𝐶)) +

√︁
𝛽𝑘z. (13)

Where 𝜀𝜃 (𝑦𝑘 , 𝑘,𝐶) is the network trained as described above, whose
inputs are the prediction 𝑦𝑘 from the previous step, the condition
embedding 𝐶 , and step 𝑘 , respectively. z is a random variable with
standard Gaussian distribution.

4 EXPERIMENTS
4.1 Datasets
To enhance the model’s adaptability, we utilized two real-world ves-
sel trajectory datasets collected from Weihai Port and the Nantong
waterway at the Yangtze Estuary. These datasets contain various
AIS (Automatic Identification System) attributes, including MMSI,
latitude, longitude, speed over ground, course over ground, heading,
ship type, ship status, draught, and recording time. The geograph-
ical range of the Weihai Port AIS data spans from 121◦59’E to
122◦40’E longitude and 37◦16’N to 37◦41’N latitude, while the Nan-
tong waterway data covers 120◦21’E to 121◦38’E longitude and
31◦16’N to 32◦5’N latitude.

Due to AIS communication delays, signal interference, and other
environmental factors, the raw AIS data contains numerous missing
values and outliers. To ensure accurate vessel trajectory extraction,
extensive data preprocessing, including completion and cleaning,
was performed. Scenes with more than 5% missing values were
filtered to minimize noise interference. After this preprocessing
step, we obtained 3251 interactive scenarios, each involving at least
two vessels. In total, the number of processed timestamp points
exceeded 9.5 million, which provided ample data for robust model
training and evaluation. The dataset was split into training (2601
scenarios), validation (325 scenarios), and test sets (325 scenarios)
for model development and performance assessment.

Additionally, because the AIS data broadcasting interval changes
depending on the vessel’s operational status, we applied cubic
spline interpolation to normalize the AIS data intervals. The time
gap between any two adjacent timestamp points was set to 20
seconds to ensure uniformity. Furthermore, using the projection
method[20], the water areas were divided into finite grids, with the
vessel trajectories’ latitude and longitude coordinates approximated
by the corresponding grid rows and columns. For consistency across
the experiments, the grid size was uniformly set to a side length of
0.0001°.

4.2 Experiment metrics and Implementation
Details

To assess the effectiveness of the trajectory prediction model, we
adopt two commonly used metrics: the minimum average displace-
ment error (minADE) and the minimum final displacement error
(minFDE). These metrics are computed as follows.

The minADE is defined as the minimum of the average dis-
placement error over 𝑆 sampled trajectories between the predicted
trajectory 𝑌 and the ground truth trajectory 𝑌 , where each trajec-
tory consists of 𝑇 time steps:

minADE = min
𝑠∈𝑆

1
𝑇

𝑇∑︁
𝑡=1

𝑌𝑡 − 𝑌 𝑠𝑡  , (14)

Here,𝑌𝑡 is the true position at time step 𝑡 , and𝑌 𝑠𝑡 is the predicted
position at time step 𝑡 for the 𝑠-th sampled trajectory. TheminFDE
focuses on the final displacement error between the true endpoint
𝑌𝑇 and the predicted endpoint 𝑌 𝑠

𝑇
:

minFDE = min
𝑠∈𝑆

𝑌𝑇 − 𝑌 𝑠𝑇
 . (15)
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Table 1: Comparison with the baseline models on two
datasets, minADE/minFDE (meters) are reported. Bold in-
dicates the best results, and lower is better.

Model Weihai Port Nantong waterway at the Yangtze Estuary
5min 10min 15min 5min 10min 15min

LSTM[23] 15.54/23.49 33.59/45.19 48.42/68.59 13.56/23.49 29.64/39.48 35.36/55.94
Seq2seq[11] 15.92/25.01 32.62/42.57 46.15/67.18 14.87/26.93 28.81/38.16 34.43/45.86
TCNN[2] 15.55/24.14 31.51/37.42 50.48/71.05 13.54/24.22 28.24/37.34 49.86/46.77

Social-STGCNN[9] 8.77/16.17 22.12/29.12 26.45/37.83 7.62/14.17 18.35/29.60 24.52/34.43
Social-LSTM[1] 9.24/21.21 23.51/31.24 31.92/45.29 9.25/20.21 23.19/33.86 27.45/38.65
Social-GAN[14] 8.85/19.37 22.45/29.68 29.47/42.29 8.77/18.37 20.49/31.43 25.71/35.94
Social-VAE[49] 8.93/16.51 20.42/29.25 29.71/45.19 7.92/14.51 19.46/29.15 26.01/38.53
Trajectron++[37] 6.48/14.81 16.84/26.59 28.89/41.42 6.47/9.76 14.42/25.26 26.49/40.77

MID[13] 6.22/12.61 17.21/25.51 24.16/36.43 6.23/11.61 16.86/27.59 20.42/32.79
LED[30] 6.15/12.98 16.82/23.84 22.58/34.16 6.02/10.86 15.81/25.67 22.58/34.19

Ours (MFPD) 5.98/12.91 15.68/22.87 22.34/34.08 6.15/10.85 13.27/23.73 20.24/31.92

Both minADE and minFDE are computed over 𝑆 sampled trajec-
tories, and lower values indicate better prediction accuracy. The
prediction is evaluated for time intervals of 5, 10 and 15 minutes,
with samples taken every 20 seconds.

4.3 Network Architecture and Parameters
Setting

The model proposed in this paper, as well as the baseline mod-
els used for comparison, were trained and fine-tuned using the
training and validation sets. We constructed a Transformer-based
social encoder with a dimension of 256, 3 heads, and 3 encoder
layers. To determine the optimal number of layers and residual
blocks, we employed cross-validation to test prediction accuracy,
ultimately confirming the use of these hyperparameters as the best
configuration.

For encoding temporal information, we utilized a temporal en-
coder with a 1D convolution kernel of size 4 and 32 output channels.
Additionally, an LSTM with a hidden size of 256 was used to cap-
ture temporal dependencies in the trajectory data. Following this,
the decoder module employs a Transformer with a hidden size of
256, which is responsible for extracting contextual information and
constructing the core denoising module necessary for prediction.
Moreover, after the social encoding, we employed a bidirectional
LSTM with 256 hidden dimensions to encode the future states of
neighboring vessels, which were pre-generated using the same
dimension RNN. Simultaneously, we encoded local Electronic Nau-
tical Charts (ENC) using a four-layer Convolutional Neural Network
(CNN), aligning them with the vessel’s heading direction by ap-
plying rotation, thus ensuring spatial consistency in the model’s
perception of the environment.

The learning rate (LR), a crucial hyperparameter in deep neural
networks, significantly influences both the prediction accuracy and
the robustness of the model. As LR changes, the model’s perfor-
mance can vary dramatically. Selecting an optimal LR remains a
challenging task. As shown in Figure 4, we conducted extensive
experiments to explore the impact of different LR values. Based on
these experiments, we selected 0.001 as it allowed for stable and
rapid convergence of the training process. The activation functions
in the model employ ReLU to capture non-linearities in the learned
features. The entire framework was trained on an NVIDIA RTX

Table 2: Ablation experiments for 10-minutes future trajec-
tory prediction on the Weihai Port dataset.

Method Architecture Steps Sampling minADE minFDE Inference time(s)
MFPD (w/o pre-initializer) Transformer 200 20 16.51 23.59 ∼3.11
MFPD (w/o pre-initializer) Transformer 20 20 21.34 28.61 ∼0.29

MFPD (w/o future and ENC embedding) Transformer 10 20 17.53 26.41 ∼0.15
MFPD (replace MLP decoder) MLP 10 20 16.31 25.21 ∼0.13
MFPD (replace GRU decoder) GRU 10 20 16.14 24.94 ∼0.15

MID[13] Transformer 200 20 17.21 25.51 ∼3.02
MFPD Transformer 10 20 15.68 22.87 ∼0.15

MFPD (with more denoising steps) Transformer 20 20 15.59 22.61 ∼0.31

4080 GPU using the Adam optimizer, which was set with default
parameters for efficient gradient-based optimization.

4.4 Comparison with other methods
We compare the proposed method, MFPD, with state-of-the-art
baseline methods in the field of vessel trajectory prediction using
two real-world datasets from Weihai Port and Nantong waterway
at the Yangtze Estuary. The comparison results are presented in Ta-
ble 1. To evaluate the performance of different trajectory prediction
methods, we adopt two two widely used metrics, minADE (Mini-
mum Average Displacement Error) and minFDE (Minimum Final
Displacement Error), instead of the commonly used ADE and FDE,
as they better capture the performance of multimodal trajectory
predictions by focusing on the most accurate predicted trajectory.

Traditional models such as LSTM, Seq2Seq, and TCNN fail to
generate satisfactory prediction results. This is primarily because
these methods do not consider the latent interactions between sur-
rounding vessels. While models like Transformer, Social-LSTM,
and Social-STGCNN do incorporate social interactions, they lack
sufficient representation of trajectory uncertainty and diversity,
resulting in suboptimal performance in complex maritime environ-
ments. Compared to other generative models, diffusion models ex-
hibit stronger representational power. Both MID and the proposed
MFPD method show improved performance in terms of represen-
tation and diversity. However, MID suffers from longer inference
times, which limits its utility for real-time maritime prediction
tasks. In contrast, MFPD addresses this issue by incorporating a
pre-initializer, reducing inference time by approximately 20 times
without compromising prediction accuracy (as confirmed by com-
parisons with MFPD without the pre-initializer).

Additionally, MFPD achieves superior performance in real-world
vessel trajectory prediction tasks because it encodes future in-
teraction trajectories and the maritime environment, rather than
solely relying on historical trajectory state encoding. The proposed
method achieves an average minADE/minFDE of 13.94/22.73 on
the two datasets from Weihai Port and the Nantong waterway at
the Yangtze Estuary, outperforming all baseline methods. More-
over, we observe that MFPD demonstrates an advantage on larger
vessel trajectory datasets and longer prediction horizons. This indi-
cates that the proposed MFPD method is better suited for handling
larger-scale datasets and extended trajectory predictions, making
it a promising approach for future complex prediction tasks.

4.5 Ablation Studies
We conducted ablation studies to evaluate the contribution of key
components in the proposed method, including the parameterized
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Figure 5: Visualization of the comparison with the baselines
at 5 and 10 minute prediction times

Figure 6: Visualization of 5-minute and 10-minute trajectory
predictions for a scenario in the Nantong waterway at the
Yangtze Estuary dataset.

pre-initializer, Transformer-based architecture, and the encoding of
future interaction and environmental information. Additionally, we
examined the effect of different denoising steps on predictive perfor-
mance and inference time. The comparison results and visualization
are shown in Table 2.

First, we evaluated the impact of removing the parameterized
pre-initializer by comparing the performance of the full MFPD
model and MFPD without pre-initializer, which uses the standard
diffusion model instead of our parameterized pre-initializer. The
results indicate that the parameterized pre-initializer significantly
improves prediction accuracy and reduces inference time by nearly
20-fold. Next, we analyzed the importance of future interaction and
environmental information encoding by comparing MFPDwith and
without these components. The results show that removing this
encoding leads to a notable decrease in performance, highlighting
its crucial role in modeling complex maritime environment.

We also tested the effect of different decoder architectures by re-
placing the Transformer in MFPD with MLP and GRU, respectively.
The comparison demonstrates that the Transformer-based architec-
ture achieves the best prediction performance. Lastly, we assessed
the influence of different denoising steps. Increasing the number
of denoising steps improves predictive accuracy but also increases
inference time and reduces the diversity of the generated trajectory
samples. This suggests that tuning the number of denoising steps
is essential to balance accuracy and diversity.

4.6 Qualitative Evaluation
The visual comparison of the predicted trajectories is shown in Fig. 5.
These figures depict the future trajectory predictions for 5-minute
and 10-minute intervals on the Weihai port dataset, comparing
the predicted trajectories of the baselines seq2seq and MID with
our MFPD model. It can be observed that the predictions made by

MFPD are more accurate, and the diversity of the trajectory samples
obtained through sampling enables the model to handle complex
and dynamicmaritime conditions effectively. The visual comparison
of different navigation scenarios shown in Figure 5 shows that it is
apparent that in simple scenarios with minimal ship interaction and
straight-line movement, seq2seq, MID, and MFPD can all accurately
and robustly predict ship trajectories. However, in more complex
scenarios involving multiple interacting ships, turning maneuvers,
or potential overlap of future trajectories, MFPD demonstrates
superior performance. This is because future changes in a ship’s
position and orientation tend to be nonlinear, especially in scenarios
where ships need to maintain a minimum safe distance from one
another, which is a key consideration in practice.

Furthermore, the predictive performance is closely tied to the
prediction horizon (i.e., the future time range). In theory, it is feasi-
ble to generate satisfactory predictions over short time horizons.
However, as the prediction horizon increases, accurately forecast-
ing ship trajectories becomes more challenging. Fig. 6 illustrates the
visualization of 5-minute and 10-minute trajectory predictions on
the Weihai Port dataset. The results show that the MFPD model not
only achieves excellent prediction accuracy for short-term forecasts
but also maintains strong performance over longer time horizons.
In particular, it excels in predicting trajectory endpoints, and course
over ground. This success is attributed to the inclusion of multi-
modal data during input encoding, rather than relying solely on
latitude and longitude, which enhances the model’s representa-
tional capability. These findings highlight the robustness of MFPD
in complex maritime environments, particularly under conditions
of non-linear ship interactions and long-range trajectory prediction.

5 CONCLUSION
In this paper, we presented a novel Multi-Ship Future interaction
trajectory prediction model (MFPD) to address the challenges of
real-time multi-ship trajectory modeling in complex maritime envi-
ronments. Our approach integrates a parameterized pre-initializer
with a diffusion-based framework, significantly reducing the denois-
ing steps required for trajectory prediction while maintaining high
accuracy and diversity. By incorporating both historical trajectory
data, future interactions, and multimodal maritime environmen-
tal information as conditional embeddings, our model is able to
better capture dynamic vessel behaviors and potential future in-
teractions. Experimental results on two real datasets confirm the
superior performance of MFPD, which not only achieves state-of-
the-art performance in the task of ship trajectory prediction, but
also has an inference speed 20 times faster than general diffusion
models. These advantages make the MFPD model a valuable tool
for real-time maritime safety applications, offering both efficiency
and robustness in uncertain, dynamic environments. Future work
could further explore the integration of additional multimodal data
sources and extend the model’s applicability to other real-time
maritime decision-making tasks.
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