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ABSTRACT
Recent work, spanning from autonomous vehicle coordination to in-

space assembly, has shown the importance of learning collaborative

behavior for enabling robots to achieve shared goals. A common

approach for learning this cooperative behavior is to utilize the

centralized-training decentralized-execution paradigm. However,

this approach also introduces a new challenge: how do we evaluate

the contributions of each agent’s actions to the overall success or

failure of the team. This “credit assignment” problem has remained

open, and has been extensively studied in the Multi-Agent Rein-

forcement Learning (MARL) literature. In fact, humans manually

inspecting agent behavior often generate better credit evaluations

than existing methods. We combine this observation with recent

works which show Large Language Models (LLMs) demonstrate

human-level performance at many pattern recognition tasks. Our

key idea is to reformulate credit assignment to the two pattern

recognition problems of sequence improvement and attribution,

which motivates our novel Large Language Model Multi-agent

Credit Assignment (LLM-MCA) method. Our approach utilizes a

centralized LLM reward-critic which numerically decomposes the

environment reward based on the individualized contribution of

each agent in the scenario. We then update the agents’ policy net-

works based on this feedback. We also propose an extension LLM-

TACA where our LLM critic performs explicit task assignment by

passing an intermediary goal directly to each agent policy in the

scenario. Both our methods far outperform the state-of-the-art on

a variety of benchmarks, including Level-Based Foraging, Robotic

Warehouse, and our new “Spaceworld” benchmark which incor-

porates collision-related safety constraints. As an artifact of our

methods, we generate large trajectory datasets with each timestep

annotated with per-agent reward information, as sampled from

our LLM critics. By making this dataset available, we aim to en-

able future works which can directly train a set of collaborative,

decentralized policies offline.
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Figure 1: Overall architecture diagram for our LLM-MCA and
LLM-TACA methods. Our centralized training architecture uti-

lizes a centralized LLM-critic instantiated with our base prompt (en-

vironment description, our definitions, and task query). At each

timestep, we update our LLM-critic with the global reward and lat-

est observations from the environment. We then update our agents’

policies with the individualized feedback from our critic.

1 INTRODUCTION
Many real-world scenarios can be posed as multi-agent cooperative

problems, where multiple agents are either required to collaborate

or benefit from collaborating towards a shared goal. For instance,

moving a heavy object which requires two robots to lift simultane-

ously, or minimizing city traffic which benefits from vehicles coor-

dinating their routes. While game-theoretic approaches have show-

cased remarkable results for some multi-agent problems [2], they

rarely focus on collaborative settings. This has prompted many re-

searchers to use Multi-Agent Reinforcement Learning (MARL) [55,

60] to coordinate large numbers of agents in complex scenarios.

The Centralized-Training Decentralized-Execution (CTDE) para-

digm is a popular framework in MARL where agents are trained
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Figure 2: Diagram for our batch-training process with our LLM-MCA method. Our centralized training process allows us to provide

entire batches of trajectories at once to our centralized LLM-critic. Our LLM-MCA critic then generates individualized feedback for each

agent, which we use to update their policies. After training, we no longer need our LLM-critic, and directly deploy our trained, decentralized

agent policies.

together via a centralized critic with access to the global states, ac-

tions, and rewards [6, 12, 13, 27, 56]. Then during deployment, each

autonomous agent only has access to local observations. A primary

motivation for the CTDE framework is the nonstationarity of naive

decentralized training, as even when a given agent makes no policy

changes, another agents’ policy modification can vastly alter the

team’s global reward. The CTDE paradigm’s centralized critic can

more clearly account for these changes and thus decrease training

volatility. Furthermore, the centralized critic can better promote

and exploit coordination among agents. Finally, since execution is

decentralized, the learned policies for the multi-agent system can

also be easily scaled.

A key challenge during the central training phase is how to

decouple each policy changes’ effects and assess each agent’s con-

tribution to the overall success or failure of the global task. Tradi-

tionally, the environment provides only a collective reward to the

agents based on whether they achieved the shared objective or not.

From this single reward, a CTDE training algorithm must deter-

mine the contributions of each agent and update the agent policies

based on their respective actions [55]. This is commonly referred

to as the Structural Credit Assignment problem [1, 48], not to be

mistaken with the temporal credit assignment problem where one

must determine the contributions of a succession of actions taken

by a single agent receiving a single reward at the end. Note that

the centralized critic must receive and process the joint observa-

tions and actions of the agents, which are often of large dimension,

and must make assignments based on only partial exploration of

the massive joint state-action space, making the contributions dif-

ficult to evaluate [38, 58, 61]. Furthermore, this problem is made

more challenging by sparse-reward environments, as the agents

must learn to solve an entire sub-task or task before getting any

reward feedback. As a result credit assignment has remained an

open problem, with other works suffering from limitations such as

low-quality feedback, low action influence [36], and difficulty with

complex interactions [28].

In this work, we reformulate the credit assignment problem as a

general pattern recognition problem. More specifically, we view the

joint observations and actions of the agents as forming a numerical

sequence, which is associated with the global reward signal it earns.

Given enough of these sequences, the act of credit assignment

is akin to sequence improvement —evolving beyond the original

demonstrations to better achieve goals, generalize to new environ-

ments, or increase efficiency/robustness —in terms of the global

reward [31]. We propose that this sequential pattern-improvement

task can be viewed as giving feedback to each agent regarding

their performance during the task. In this work, we claim that the

underlying pattern seen in collaborative multi-agent scenarios is

akin to an “Agreement Problem” where the agents must learn to

collectively agree on the strategies needed to effectively collaborate.

With this in mind, we label a few common forms of disagreements

seen in multi-agent systems and provide them to our centralized

critic. Our primary motivation for posing credit assignment in this

pattern recognition form is to leverage human-like skills when

assigning credit even in multi-step tasks thanks to their pattern

recognition skills and complex reasoning capabilities [45].

While these abilities have long been a trademark of human intelli-

gence, recent works have shown that foundational Large Language

Models (LLMs) display similar properties [31]. Due to the neuro-

morphic characteristics of this learning architecture, some works

argue that LLMs can extract the underlying pattern within the text

and act as general pattern machines [31] just like humans [26].

Further works have shown how LLMs exhibit human-level intelli-

gence and pattern recognition capabilities [16, 18] when evaluated

on common human benchmarks such as the International Math

Olympiad and the Bar Exam [10, 23, 35]. Furthermore, LLMs have

already been successfully utilized for temporal credit assignment

in the single-agent case [36]. Building on these accomplishments,

we propose to leverage the pattern recognition skills of Large Lan-

guage Models (LLMs) to tackle the multi-agent structural credit

assignment problem.
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Specifically, we utilize an LLM as our centralized critic, and in-

stantiate it with textual context of the environment, definitions

of our agreement problem, and description of its role. We then

periodically provide our critic with joint observations, joint ac-

tions, and global rewards from the environment. In return, our

LLM-critic provides individualized numerical feedback for each

agent and explanations for these assignments. We employ a parser

function that takes the feedback from the LLM and maps it to the

numerical reward value for each agent at each timestep during the

trajectory. We further extend this method by adjusting our query

to the LLM as well as our parser function such that during train-

ing, each agent can also be given an explicit task from the LLM

critic. We call this extension our Large Language Models for Task

and Credit Assignment (LLM-TACA) method. Both our approaches

perform exceptionally well, far surpassing current state-of-the-art

methods [38, 58, 61] on common benchmarks [7, 34] while also

providing more interpretable agent feedback. Lastly, we introduce

"Spaceworld," an environment for modeling the multi-agent in-

space assembly scenario with safety constraints [32].

In summary, our main contributions are:

(1) A novel reformulation of the credit and task assignment

problems as a general pattern recognition problem.

(2) A novel LLM-based centralized training method called “LLM-

MCA” that performs credit assignment during training and

far surpasses the state-of-the-art at many common MARL

benchmarks.

(3) An extension of our LLM-critic framework to perform ex-

plicit task assignment alongside the credit assignment called

“LLM-TACA” which further improves performance and ex-

plainability.

(4) A new offline dataset with per-robot task and reward an-

notations to aid future offline-learning efforts, as well as

a new MARL benchmark “Spaceworld” which simulates a

cooperative in-space assembly scenario.

2 RELATEDWORKS
We start by introducing the literature on the credit assignment

problem and how large language models have been used in rein-

forcement learning.

2.1 Credit Assignment
One of the main challenges of Multi-Agent Reinforcement Learn-

ing (MARL) is understanding how each agent should be rewarded

for their respective participation toward the fulfillment of their

shared goal [55]. This credit assignment problem arises from the

difficulty to discern which agent or action deserves credit when

dealing with long time horizons or collaborative tasks [39]. These

respective temporal and structural credit assignment problems have

been investigated with reward prediction to assign values to key-

actions and adjacent actions [40]. Some work has also used agent-

specific utility functions to demonstrate the equivalence between

temporal and structural credit assignment problems [1].

Recent works have built on the notion of difference rewards,

which are rewards designed specifically to enable agents to esti-

mate their respective contribution to the shared reward [11, 33, 41].

Another line of work uses classical cooperative game-theoretic

approaches to assign credit to agents [17, 53] while other works

have used counterfactual reasoning by comparing the outcomes to

what would have happened if agents had not acted [13, 37]. How-

ever, training such a fully centralized state-action value becomes

impractical when there are more than a handful of agents.

A more promising subset of work has focused on learning a

centralized but factored Q-function, like value decomposition net-

works (VDN) [47], QMIX [38], and QTRAN [43], where the agents’

local Q-functions can be extracted from a centralized Q-function.

However, the structural assumptions enabling this factorization

limit the complexity of the centralized action-value functions and

often leads to subpar performance [29]. This observation led to

the development of MAVEN [29] to fight inefficient exploration

of Q-DPP [57], which bypasses structural factorization methods

by encouraging agents to acquire sufficiently diverse behaviors

that can be easily distinguished and then factorized. Similar to

QMIX, LICA [61] uses a hyper-network to represent the centralized

critic but without the monotony assumption of QMIX [38]. While

not explicitly designed to solve the credit assignment problem,

multi-agent PPO (MAPPO) [58] has shown strong performance in

a variety of MARL tasks and will serve as one of our baselines.

2.2 Large-Language Models in Reinforcement
Learning

Large languagemodels are Transformer-based languagemodels [52]

trained on immense amounts of text and capable of providing im-

pressive results for a wide array of tasks including text genera-

tion [3], question answering [24], and text summarization [59]. In

the field of reinforcement learning, LLMs have often been used to

generate training priors and for improving agent generalization

to new domains [25]. LLMs have also shown promise as zero-shot

planners [20], hierarchical planners [22, 49], reward shapers [4],

and reward function generators [15] based on natural language in-

struction. Closely related to this work, LLMs have also been utilized

both as binary critics for solving the temporal credit assignment

problem [36], and used to help linguistic agents coordinate sub-task

plans and waypoint paths through rounds of discussions [30].

LLMs have enabled improvements in reinforcement training, in-

cluding facilitating inter-agent coordination by dictating high-level

task planning [62] and negotiation processes [5, 46]. Additionally,

approaches like [42] have used a centralized critic to allow for nat-

ural language communication and [19] employs a message pool

that agents use to gather relevant messages. While we draw from

these works, our approach uses numeric feedback to train neural

network policies, as opposed to working with linguistic agents.

3 OUR METHOD
While the centralized training aspect of the centralized-training

decentralized-execution (CTDE) paradigm enables agents to learn

to coordinate, it also gives rise to the credit assignment problem [12].

Indeed, distributing the shared reward among agents based on their

respective contributions towards the overall objective requires a

deep understanding of the shared task. To address this problem, we

introduce a novel LLM-based centralized critic to perform credit

and task assignments during training.
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3.1 Problem Formulation
We formalize our scenarios as decentralized partially observable

Markov decision processes (Dec-POMDPs)M := ⟨O,S,A, 𝑍,𝑇, 𝑅, 𝜌⟩,
where O, S, andA are respectively the joint observation, state, and

action spaces, 𝑇 : S × A → S models the transition probabilities,

𝑍 : S → O is the observation function, 𝑅 : O×A → R denotes the

global reward function, and 𝜌 denote the distribution of initial states

𝑠0 ∈ S. We consider 𝑁 agents indexed by the set N := {1, . . . , 𝑁 }.
At timestep 𝑘 , agent 𝑖 ∈ N is in a state 𝑠𝑖

𝑘
∈ S𝑖

from which it only

observes 𝑜𝑖
𝑘
= 𝑍 𝑖

(
𝑠𝑖
𝑘

)
∈ O𝑖

and takes action 𝑎𝑖
𝑘
∼ 𝜋𝑖

(
𝑎𝑖
𝑘
|𝑜𝑖
𝑘

)
∈ A𝑖

following its decentralized policy 𝜋𝑖 : O𝑖 → A𝑖
. The joint ob-

servation, state, and action spaces are simply the product of their

corresponding subspaces for each agent: O := O1 × O2 × . . .O𝑁
,

S := S1 × . . .S𝑁
, and A := A1 × . . .A𝑁

.

At any timestep𝑘 , the joint action of the agents𝑎𝑘 :=
(
𝑎0
𝑘
, . . . , 𝑎𝑁

𝑘

)
takes their joint state 𝑠𝑘 :=

(
𝑠0
𝑘
, . . . , 𝑠𝑁

𝑘

)
to 𝑠𝑘+1 ∼ 𝑇

(
𝑠𝑘+1 | 𝑠𝑘 , 𝑎𝑘

)
.

At each time step 𝑘 , the team of agents receives a single collective

scalar reward 𝑟𝑘 := 𝑅
(
𝑜𝑘 , 𝑎𝑘

)
∈ R. We denote the joint set of decen-

tralized agent policies by 𝜋𝜃 :=
(
𝜋1, . . . , 𝜋𝑁

)
: O → A, where 𝜃

denotes the aggregate of the parameters describing each of the 𝑁

neural networks modeling the 𝑁 different policies. Our objective is

to maximize the expected total reward over this joint policy:

max

𝜃
E

𝑠0 ∼ 𝜌

𝑎𝑘 ∼𝜋𝜃 (𝑜𝑘 )

(∑︁
𝑘 = 0

𝑅
(
𝑜𝑘 , 𝑎𝑘

))
, (1)

where 𝑜𝑘+1 ∼ 𝑍
(
𝑇 (𝑠𝑘+1 | 𝑠𝑘 , 𝑎𝑘 )

)
. The challenge in optimizing (1)

resides in coordinating policy updates when changing one set of

policy parameters affects the reward earned by the whole team,

which leads us to our problem of interest.

Problem 1 (Credit Assignment). How can we determine the
appropriate credit 𝑐𝑖

𝑘
to assign to each policy 𝜋𝑖 at each timestep 𝑘

given the shared reward 𝑟𝑘?

To address Problem 1 in the CTDE paradigm, a centralized critic

distributes the credit 𝑐𝑖
𝑘
to each agent 𝑖 . At the beginning of training,

this critic first rewards agents for simply learning to operate under

the rules of the environment. Once this knowledge is ingrained in

the agents, they can begin to solve simple sub-tasks.

At the next stage of training, collaboration should start arising

among the agents which additionally introduces intricate issues

regarding whether our decentralized agents are collaborating either

too little or too much. We say that a joint set of policies 𝜋𝜃 suffers

from under-collaboration (respectively over-collaboration) if a num-

ber 𝑗 of its decentralized agents coordinate to attempt a sub-task

requiring𝑚 > 𝑗 (resp.𝑚 < 𝑗 ) agents. A large challenge in coopera-

tive MARL scenarios is overcoming the initial under-collaboration

of decentralized agents. However, an excessive push in this direc-

tion will lead to the opposite pitfall of over-collaboration resulting

in inefficiencies and agent conflicts. The optimal joint policy 𝜋𝜃
strikes the right amount of collaboration to achieve efficiency when

the correct number of agents agree to adopt collaborative strategies.

We define this challenge as the “Agreement Problem”.

It is rather clear that solutions to this “Agreement Problem” are

the most efficient outcomes, and thus are associated with the strat-

egy producing the largest global cumulative reward

∑
𝑘=1 𝑟𝑘 from

the environment. Our goal, then, is to map a full sequence of obser-

vations, actions, and global reward values from our environment

to a set of individualized feedback signals, which reflect how well

each agent “agrees” to the same strategy. In essence, we ask our

centralized critic to observe this sequence, propose improvements,

and then map those improvements back to the agents that can per-

form them. Under this lens of the “Agreement Problem”, we pose

the credit assignment problem as a sequence improvement problem,

which is then followed by an attribution step, where the critic must

choose which among the agents are helping or hurting the overall

agreement toward the correct strategy.

Now that we have re-framed the credit assignment problem as

an agreement problem, we will introduce our solution.

3.2 Large Language Models for Multi-agent
Credit Assignment (LLM-MCA)

Following our reintroduction of Problem 1 into a sequence improve-

ment problem and an attribution step, both of which are pattern

recognition tasks, we propose to leverage the strength of Large Lan-

guage Models (LLMs) as general pattern machines [31], by design-

ing a novel multi-agent LLM-based centralized-critic architecture,

as illustrated in Figure 1.

As previously discussed, at the beginning of training, the pri-

mary goal of our LLM credit assignment critic is to adjust the sparse

rewards from the environment by implicitly generating sub-tasks

and rewarding the agents whenever they achieve these sub-goals.

In essence, the LLM critic makes the reward signal denser by provid-

ing intermediary rewards. This step is similar to the single-agent

temporal credit assignment problem in which LLMs have been

shown to work well [36]. This process inherently requires an un-

derstanding of the overall goal of the scenario, which we provide

via our initial text prompt. As current methods are unable to effec-

tively utilize this prior, our approach immediately has an advantage.

Furthermore, the LLM gets its own feedback via the global reward

signal it receives from the environment. To avoid both of the pitfalls

of under- and over-collaboration, we inform the LLM critic of the

existence of these pitfalls directly within our base prompt as seen

in Figure 3.

These text descriptions of common issues enable the LLM critic

to utilize our vocabulary to explain its feedback. We also provide

an example trajectory along with these definition prompts to help

the LLM understand the issue. Similarly, the agreement problem

is explained to the LLM in the form of a concrete example in its

current environment, as reproduced below.

Definition Prompt 1. Given a set of observations and actions
as performed by the agents in the environment, there will be times
when the agents will individually accomplish goals, but occasionally,
we will need them to collaborate. When two agents correctly agree to
collaborate on a task that requires two agents, then they have found
a valid solution to the “Agreement Problem”.

Specifically, we instantiate the LLM critic with a base prompt

𝑝
base

∈ P where P is the prompt space. This base prompt is a con-

catenation of four sub-prompts 𝑝
base

:= (𝑝env, 𝑝desc, 𝑝defn, 𝑝task)
tailored for the given environment. The first element 𝑝env is a de-

scription of this scenario and the rules of the environment. This

also includes a description of the scenario’s objective and what
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Observations 

You are a credit assignment critic tasked with taking in observations and actions of these two 
robots named Alice and Bob. Along with these, I will also provide you with global reward 
information from the world. Then you are supposed to assign a reward to each of these robots 
depending on how much you think their actions contributed toward reaching the goal. Along 
with your explanation, create a numpy array called alice_credit with numerical credit values 
for Alice. Along with your explanation, create a numpy array called bob_credit with 
numerical credit values for Bob. Try to make sure your reward values for each robot adds up 
to less than ten.

Make sure to generate the numpy arrays you create are of size {num_timesteps} and you make 
one for Alice and Bob. Remember to…

Definition of temporal credit assignment problem: When an environment has sparse rewards, 
an agent or group of agents often have to perform multiple actions before receiving a reward, 
making it difficult to associate the correct actions to the reward received. As a result, we aim 
to assign more reward to actions which led to rewards in the future.
Here is an example of an episode where temporal credit assignment would have helped:
{utils.get_example("temporal", "Spaceworld-10x10")}
Definition of structural credit assignment problem: When maximizing a shared reward…
Definition of under-collaboration problem: Within these sparse-reward cooperative settings…
Definition of over-collaboration problem: Given a number of homogeneous agents…
Definition of Agreement Problem: Given a set of observations and actions as…

At each timestep, I will give you the global reward and a full observation of the world using a 
numpy array called observations of the form (position of Alice, position of Bob, position of 
goal one, position of goal two, position of mirror one, position of mirror two) where each 
position is a collection of two numbers. I also give a numpy array called holding telling 
whether Bob has a mirror and whether Alice has a mirror using True or False. I also give you 
a two number numpy array called actions which describes the action Bob and Alice took. In 
this world, Bob can pick one of 5 actions where 0 denotes moving upward, 1 denotes moving 
down…

There are two robots named Alice and Bob. Alice and Bob are two satellite robots on a 
{grid_size}x{grid_size} grid with the mirror segmentive of grabbing mirror segments and taking 
them to their goal positions. The starting location of Bob is {agent_pos[0]} and Alice starts at 
{agent_pos[1]}. The mirror segments start at {mirror segment_pos[0]} and {mirror segment_pos[1]} 
and the goal positions are {goal_pos[0]} and {goal_pos[1]}. At each timestep, Alice and Bob robot 
can do one of five actions: move up, move down, move left, move right, or pick/drop the 
mirror segment. The mirror segment can only be picked up if the robot is on the same cell as 
the mirror segment. The mirror segment can be dropped on any cell. If the satellite robots 
ever try to occupy the same cell they will be instantly destroyed. If the robots are at the 
boundary of the world and attempt an action that would…

Environm
ent 

Inform
ation

Input
D

escription
D

efinitions
Task Q

uery

Base Prom
pt

Global Rewards

Figure 3: Example prompt for LLM-MCA in the “Spaceworld”
benchmark. Our base prompt 𝑝

base
:= (𝑝env, 𝑝desc, 𝑝defn, 𝑝task) is

divided into (1) a description of the scenario’s rules and objectives,

(2) a description of the kinds of inputs it will now receive from that

environment, (3) our agreement problem definitions with examples,

and (4) a description of its role as a credit assignment agent along

with the formatting requirements of its output.

will garner the agents better rewards. 𝑝
desc

is an explanation of

the kinds of data it will receive from this environment and the

agent policies. Following our discussion above, we also provide

the LLM critic with a Definition Prompt for under-collaboration,

over-collaboration, and the Agreement problem 1. Combining these

with traditional definitions of the temporal credit assignment and

structural multi-agent credit assignment problems, we have our

definition prompt 𝑝
defn

. We also provide the LLM with a task de-

scription 𝑝
task

which details its role and objective in the training

process, as well as the precise form of its expected output at each

timestep. Then, at each training timestep, we provide our LLM-

critic 𝐶𝐿𝐿𝑀 with dynamic data from the environment consisting

of past observations, actions, and rewards. See Figure 3 for a more

detailed example of our prompt for the “Spaceworld” benchmark.

At each timestep of the training process, we provide the next ob-

servation 𝑜𝑘+1 = 𝑍 (𝑓 (𝑠𝑘 , 𝑎𝑘 )) ∈ O and global reward𝑅(𝑜𝑘 , 𝑎𝑘 ) ∈ R
in the form of a prompt 𝑝𝑘 . Due to the nature of LLM conversations,

each new prompt 𝑝𝑘+1 is effectively augmented with the history

of past prompts and feedback, along with the new data, such that

𝑝𝑘+1 :=
(
𝑝𝑘 , 𝑅(𝑜𝑘 , 𝑎𝑘 ), 𝑜𝑘+1, 𝑎𝑘+1

)
where 𝑝0 :=

(
𝑝
base

, 𝑜0, 𝑎0
)
. The

LLM-critic then provides a numerical reward value 𝑐𝑖
𝑘
to each agent

in the scenario, along with an explanation of how it generated the

feedback for that agent. This explanation is often associated with

our “Agreement Problem” paradigm and how the LLM’s feedback

helps mitigate disagreements among agents. An example of this

behavior can be seen in Figure 4

As our LLM-critic 𝐶𝐿𝐿𝑀 : P × R × O × A → P maps only to

the text space, we utilize a parser function 𝐹𝑀𝐶𝐴 which takes the

entire output of the LLM critic and extracts the array of individ-

ualized credit values 𝑐𝑘 ∈ R𝑁
. Because we include requirements

for the format of this array within our base’s task prompt 𝑝
task

,

our parser function is comprised of a simple regex expressions

search and a normalization step. As such, we denote our parsed

LLM-critic 𝐹𝑀𝐶𝐴 ◦𝐶𝐿𝐿𝑀 : P × R × O × A → R𝑁
, and explicitly

have 𝐹𝑀𝐶𝐴

(
𝐶𝐿𝐿𝑀

(
𝑝𝑘 , 𝑟𝑘 , 𝑜𝑘+1, 𝑎𝑘

) )
=

(
𝑐1
𝑘
, . . . , 𝑐𝑁

𝑘

)
, where each 𝑐𝑖

𝑘
is the credit assigned to each agent 𝑖 ∈ 𝑁 for their contribution to

the shared reward 𝑟𝑘 .

Then, instead of directly attempting to maximize (1), we optimize

the surrogate objective generated by our LLM critic:

max

𝜃
E

𝑠0 ∼ 𝜌

𝑎𝑘 ∼𝜋𝜃 (𝑜𝑘 )

(∑︁
𝑘 = 0

𝑁∑︁
𝑖 = 1

𝐹𝑀𝐶𝐴

(
𝐶𝐿𝐿𝑀

(
𝑝𝑘 , 𝑅(𝑜𝑘 , 𝑎𝑘 ), 𝑜𝑘+1, 𝑎𝑘

) ))
,

(2)

where 𝑜𝑘+1 ∼ 𝑍
(
𝑇 (𝑠𝑘+1 | 𝑠𝑘 , 𝑎𝑘 )

)
. This formulation allows our cen-

tralized LLM critic to directly evaluate the complex interplay be-

havior between agents.

Sincewe optimize our neural-network policy parameters through

batch updates, as opposed to after every timestep, we can instead

compute our credit assignment only at these policy update steps.

As such, our surrogate objective can be further relaxed, where we

compute feedback on an entire trajectory or batch of trajectories at

once. We illustrate this batch-training process in Fig. 2. With this in

mind, we adjust our base prompt 𝑝
base

to describe this updated task,

concatenate all of the observations, actions, and global rewards to a

single prompt 𝑝
batch

= (𝑝
base

, 𝑝0, 𝑝1, . . .), and extract a set of credit
matrices from the LLM critic at once. By providing an entire set

of agent trajectories at once, our LLM-critic can better analyze the

agents’ actions in retrospect, which further enables it to notice

more intricate patterns within the agents’ behavior. Another major

benefit to our batching technique is that it greatly reduces compute

times and the data storage burden.

This LLM-MCA method also has several other inherent benefits.

Since our LLM-critic is innately language-based, it is also able to

explain and justify their feedback strategy, as seen in Figure 4. This

explainability contrasts all previous multi-agent credit assignment

works, where the crediting strategy often results from an uninter-

pretable deep neural network optimization, making the process

a complete black-box for the user. Furthermore, since our critics

are pre-trained foundation models, they do not require any major

hyperparameter tuning.

In summary, our LLM-MCA method can directly map entire

trajectories of agents to individualized feedback for each agent, in a

computationally efficient and interpretablemanner. After extracting

the credit values from this feedback, we can directly train our set

of decentralized policies.
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3.3 Large Language Models for Task and Credit
Assignment (LLM-TACA)

Based both upon our interpretation of credit assignment as an

“Agreement Problem” and our analysis of the outputs of our LLM-

MCA method, we noticed that during the credit assignment pro-

cess, our critic often implies a task assignment, and disincentivizes

the agent from deviating from its internal task allocation strategy.

From the point of view of the agent, whenever their learned task

assignment differs from the critic’s the credit earned decreases dra-

matically, causing training volatility. Based on these findings, we

introduce our extension LLM-TACA which includes a novel explicit

task assignment aspect alongside the centralized credit critic.

We instantiate our LLM-TACA with an adjusted base prompt

𝑝𝑇
base

= (𝑝env, 𝑝𝑇
desc

, 𝑝
defn

, 𝑝𝑇
task

), where 𝑝𝑇
desc

now also includes a

description of the task assignment the LLM is allowed to provide

and 𝑝𝑇
task

includes the additional request to generate these individ-

ualized task goals. A Practically, we allow LLM-TACA to provide

additional inputs directly to the agent policies during training time.

An example of this assignment is shown in Figure 4. The exact

form of the task inputs is a design choice, but we primarily used

short integer arrays. At each timestep, on top of the credit feedback,

LLM-TACA was given the option to either provide an additional

task assignment input 𝑡𝑘 directly to the policy of a given agent,

or to provide nothing. To extract these features from the overall

feedback and explanation from our LLM, we introduce a new parser

function

𝐹𝑇𝐴𝐶𝐴 (𝐶𝐿𝐿𝑀 ) (𝑝𝑇
𝑘
, 𝑅(𝑜𝑘 , 𝑎𝑘 ), 𝑜𝑘+1, 𝑎𝑘 ) = (𝑐1

𝑘
, 𝑡1
𝑘
, . . . , 𝑐𝑁

𝑘
, 𝑡𝑁
𝑘
). (3)

However, as this task assignment input is only provided during

the centralized training and not during the decentralized execu-

tion, we must ensure that our agent policies don’t put too much

weight on these inputs. To achieve this, we construct our neural

network-based policies with a zero-padded input space and con-

trolled dropout, as seen in early neural network literature [14, 44].

More specifically, over the course of the training, we input fewer

and fewer task assignments from LLM-TACA by instead overwrit-

ing this data with zeros and also increasing the dropout rate of the

neurons associated with these inputs.

In summary, our LLM-TACA method allows us to provide credit

assignment and explicit task assignment information directly to

each agent’s policy during training, while still maintaining the

ability to execute them in a decentralized manner.

4 RESULTS
Now that we have introduced our two methods LLM-MCA and

LLM-TACA for multi-agent credit assignment, we will evaluate

them on a range of discrete, sparse-reward environments against

state-of-the-art baselines in MARL. In these results, we seek to

show the efficacy of our framework rather than that of any spe-

cific language foundation model. Thus, we do not compare the

performance of different large language models and only use the

Gemma-7B model [50] for our trials. In this work, we use an open

model to exploit the monetary and ease-of-access benefits, but rudi-

mentary testing suggested that most popular foundation models

could be used to generate similar results. Additionally, as all LLMs’

reasoning capabilities improve, the performance of our framework

Here's a structured credit assignment based on the given observations and rewards:  

1. **Temporal Credit Assignment**: The global reward is sparse but accumulates over time. Since the final 
reward is significantly higher (11), it likely resulted from earlier good decisions. We should assign more 
credit to actions that led to this.

2. **Structural Credit Assignment**: We need to ensure that each agent is rewarded based on their actual 
contributions and avoid freeloading.

3. **Collaboration**: Since some apples require cooperation, if Alice or Bob failed to assist when necessary, 
they should be penalized. Over-collaboration should also be avoided if unnecessary.

### Credit Assignment:
- The global rewards increase at the end, meaning critical actions were taken.
- As Alice and Bob worked together effectively, they both get positive rewards.
- If one agent was inefficient or blocked the other, they get a penalty.

### **Task Assignment for Next Step**:  
   - Based on the apple positions and levels, Alice and Bob should split tasks efficiently.  
   - If an apple requires collaboration, the agent who failed before should be assisted.  
   - Otherwise, each agent should move toward the nearest apple they can pick independently.  

```python
import numpy as np

alice_credit = np.array([3, 1, 1, 1, 1, 1, 1, 1, 5])  # Alice contributed to the final large reward and an 
intermediate one
bob_credit = np.array([2, 1, 1, 1, 1, 1, 1, 1, 5]) # Bob also contributed similarly

# Task allocation to prevent over-collaboration and promote efficiency
task_alice = np.array([[0], [4]])  # Alice should go to (0,4) to pick an apple
task_bob = np.array([[1], [4]])  # Bob should go to (1,4) to pick another apple
```

### Explanation:
- **Alice gets slightly more credit** because she contributed slightly more in the later stages where the 
major reward was received.
- **Bob still gets a fair amount** because collaboration was required.
- **Future task assignments direct Alice and Bob to specific apples to prevent over-collaboration and 
increase efficiency**.

This balances the need for individual credit while maintaining overall teamwork efficiency. 🚜🍏

Figure 4: Example output from our LLM-TACA method in
the level-based foraging benchmark. Our LLM-critic provides

individualized credit assignments for the previous timesteps, task

assignments, and explanations for its decisions.

should similarly improve. All of the following results use the double

DQN architecture [51] for the agent’s policies, which are trained

and run on a NVIDIA 3080 Ti.

Since LLMs generate text, their outputs are interpretable for

human users and their choices are thus explainable. This added

benefit enables our centralized LLM-critic to explain its decisions

when providing reward feedback values, especially how they are

aligned with our “Agreement Problem” as discussed in Section 3.2.

More specifically, with each alteration our LLM-critic makes, it

often provides explanations for each of its actions in terms of how

they help mitigate one of the problems as defined in the 𝑝
defn

part

of our base prompt, as illustrated in Figure 4. Furthermore, during

early points in training, our LLM critics often rewards the agents

for accomplishing some internal sub-goal and mention that they are

solving the sparse reward or temporal credit assignment problem.

We first test our methods on a fully observable, cooperative

climbing matrix game with two agents and dense rewards [9]. This

repeated matrix game requires both agents to find an optimal policy

that maximizes their rewards as described by the game’s common-

payoff matrix illustrated in Figure 5. Each episode is 25 timesteps

in length and agents are given constant observations. The objec-

tive is for agents to learn to maximize their common-payoff by

consistently agreeing to play the action profile which provides the

highest common reward. It is easy to see that there exists multiple

suboptimal equilibria, and so myopic critics may fail to train for

the truly optimal solution [8].

Next, we evaluate our approach on the Level-Based Foraging (LBF)

environment [7, 34] as seen in Figure 6(a). In this partially observ-

able grid-world environment, multiple agents cooperate to collect
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Figure 5: Comparison of our methods with baselines on benchmarks. All values reported are averaged across five separate trainings

and the 95% confidence interval is illustrated by the error bars. Spaceworld is our custom benchmark where agents must avoid collision

while transporting respective parts to their destinations.".

apples from trees scattered within the area. Each agent has an as-

sociated level and to harvest a given apple the combined levels of

the agents next to the tree must be greater than or equal to the

level of the food. The environment name lets you customize many

elements including the number of agents, the observability, the grid

size, cooperativity, and the maximum number of food elements.

The exact environment parameters we used for our scenarios can

be seen directly in the environment names labeled in Figure 6.

Our third testing environment is RoboticWarehouse (RWARE) [7,

34] as shown in Figure 6(b). In this partially observable environ-

ment, robots are tasked with locating and delivering shelves to

human workstations before returning them to empty shelf loca-

tions. However, as each robot only gets a 3x3 observation centered

on themselves it is not always clear which area the agent should

traverse. Additionally, there are sparse rewards and agents can get

in each others way, causing needless slowdowns and inefficiencies.

This environment is available with 3 different overall grid sizes and

the number of robots can be specified, both of which are mentioned

in the environment labeled in Figure 6.

Finally, we introduce a new MARL benchmark called “Space-

world” which simulates a cooperative In-Space Servicing, Assembly,

and Manufacturing (ISAM) scenario [32]. In this grid-world envi-

ronment illustrated in Figure 5(c), the agents are satellite robots

tasked with servicing the James Webb Space Telescope by replacing

damaged mirrors. The blue and red agents are tasked with bringing

the correct mirror segment to their target, as illustrated via coloring.

However, both agents are allowed to interact and move the mir-

ror segments wherever they like. The primary motivation behind

this benchmark was to include safety consequences and unforced

collaboration. If the two agents collide (i.e. try to enter the same

square) at any point, both agents are destroyed and the episode is

terminated with reward zero. This indirectly incentivizes one agent

to stay still and avoid collision while the other agent moves both

objects to their required locations. However, this produces subopti-

mal results as one point is deducted from their global reward for

every additional timestep the agents take over the minimal. This

reward signal is automatically normalized across grid sizes such

that the highest achievable reward is always 10 and the lowest is 0.

As such, the centralized critic must balance the safety and efficiency

objectives to gain the highest possible reward.

We believe that these benchmarks effectively showcase our meth-

ods’ capabilities for enabling intricate interactions in sparse-reward

environments, handling partial observability, and learning safety-

critical behaviors.

4.1 Baselines
To highlight the performance of both of our methods, LLM-MCA

and LLM-TACA, we compare them against a number of other

Centralized-Training Decentralized-Execution approaches.

First, we compare with LICA (Learning Implicit Credit Assign-

ment for Cooperative Multi-Agent Reinforcement Learning) [61], a

multi-agent actor-critic method representing the centralized critic

with a hyper-network. This approach is motivated by finding lo-

cally optimal cooperative behaviors by directly maximizing a joint

action value function.

Our second baseline is MAPPO (Multi-Agent PPO), an extension

of PPO to multi-agent scenarios with centralized value function

inputs [58]. This multi-agent actor-critic method learns the joint

state value function and operates in cooperative, common-reward

settings.

Finally, QMIX [38] is an extension of value decomposition net-

works (VDN) [47] to more complex centralized action-value func-

tions. It uses a mixing network to estimate joint action values as a

nonlinear combination of individual agent values.

4.2 Results Analysis
We compiled the results of our method against our 3 baselines in

Figures 5 and 6. LICA completely fails to solve the matrix game,

while all other methods achieve high scores dominated by our LLM-

MCA and LLM-TACAmethods. Alreadywith thematrix benchmark,

we see the benefit of having a critic which easily incorporates prior

environment knowledge and retrospective analysis.

On the Spaceworld environment with a 10 × 10 grid both our

methods consistently achieve the highest score whereas the three

baselines have significantly lower scores and higher variance over

5 runs as they either succeed or completely fail. Due to any colli-

sions immediately ending an episode, agents must learn to avoid

such scenarios consistently and in a sample efficient manner. Ad-

ditionally, as starting, object, and goal locations are randomized
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Figure 6: Comparison of our methods with baselines on common MARL benchmarks. All values reported are averaged across

five separate trainings and the 95% confidence interval is illustrated by the error bars. We compared our methods on 12 scenarios across

two common MARL benchmarks. Level-Based Foraging (LBF) is a common benchmark where agents must coordinate to pick apples based

on their levels and the level of the apple. Robotic Warehouse (RWARE) is a partially-observable benchmark where robots must move

certain packages to the delivery zone. LBF scenario names follow the format: "{GRID SIZE}-{PLAYER COUNT}p-{FOOD COUNT}f-{SIGHT

COUNT}{-c IF COOPERATIVE MODE}". RWARE environment names follow the format "{GRID SIZE} {PLAYER COUNT}p".

between episodes, our baselines often faced issues with nonstation-

ary policy changes causing poor performance in even previously

seen scenarios.

On the Level-Based Foraging environment both our methods

consistently score in the 90th percentile with low variance with an

advantage for LLM-TACA. MAPPO and QMIX achieve high scores

on the smallest grid sizes but their performance drops, drastically

for QMIX, as the grid size increases. On the other hand, LICA

performs consistently poorly on all sizes.

In the Robotic Warehouse, the results exhibit a similar trend

with both our approaches achieving scores an order of magnitude

higher than that of MAPPO, which scores an order of magnitude

higher than QMIX and LICA.

On the whole, as the tasks become more complex, the impact and

efficiency of our method become more evident. Our method was

able to harness prior knowledge about the scenarios to better assess

agent performance and provide dense feedback quickly, causing

our learned policies to be far less myopic than those produced by

the baselines.

4.3 Offline Dataset
As a byproduct of our LLM critic method, we have gathered a large

number of trajectories in each of these scenarios along with the

individualized credit and task assignment for each agent during

each timestep of the training process. This novel offline dataset will

enable decentralized offline-learning future efforts
2
. While there

have been efforts to learn multi-agent policies from offline data,

they often must rely on an underlying centralized structure [21, 54],

and so we provide this dataset with the hope that further progress

can be made in this direction.

5 CONCLUSIONS AND FUTUREWORK
In this work, we proposed two LLM centralized critics for solv-

ing the multi-agent credit assignment problem. Specifically, we

reformulated this credit assignment problem as a general sequence

2
Dataset instructions at http://iconlab.negarmehr.com/LLM-MCA/

improvement problem. Then, building on humans’ innate skills at

solving general pattern recognition problems, we noticed a similar

skill emerging in the latest LLMs. We leveraged this skill by intro-

ducing two LLM-based centralized critics tasked with assigning

credit to each agent based on their respective participation toward

their shared objective.

We evaluated our approach on major MARL benchmarks where

we surpassed the state-of-the-art by a significant margin. Thanks

to the interpretability and explainability of LLMs, the users of our

method can easily understand both the emergent behaviors ob-

served by the LLM critic among the agents and the feedback the

LLM is proposing to improve their capabilities.

A limiting factor to this work is the LLM’s slowness in generating

outputs. We have already worked on mitigating this issue via batch

processing of trajectories to minimize the number of LLM queries.

Another limitation is the monetary cost of using closed-source

LLMs like ChatGPT.

We envision several avenues for future work. We first plan to

expand our approach to non-cooperative tasks as they can also

suffer from the credit assignment problem. We want to utilize faster

LLMs to enable real-time evaluations. This advance would then

facilitate the deployment of our method on real robots.
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