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ABSTRACT
Explainability is important for the transparency of autonomous
and intelligent systems and for helping to support the development
of appropriate levels of trust. There has been considerable work on
developing approaches for explaining systems and there are stan-
dards that specify requirements for transparency. However, there is
a gap: the standards are too high-level and do not adequately specify
requirements for explainability. This paper develops a scoresheet
that can be used to specify explainability requirements or to assess
the explainability aspects provided for particular applications. The
scoresheet is developed by considering the requirements of a range
of stakeholders and is applicable to Multiagent Systems as well as
other AI technologies. We also provide guidance for how to use the
scoresheet and illustrate its generality and usefulness by applying
it to a range of applications.
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1 INTRODUCTION
It is important for autonomous and intelligent systems1 to be ex-
plainable for a range of reasons. Providing explanations can be
required by legislation either directly (e.g. GDPR2) or indirectly as
a consequence of legislation [42]. Providing explanations can also
play a crucial role in helping to make autonomous and intelligent
systems socially acceptable [11], transparent [1, 39], understand-
able [38], accountable [10], and to help establish an appropriate
level of trust [11, 22, 32, 34, 35, 40].

1Terminology: Since we consider both autonomous systems and other systems that
use a range of Artificial Intelligence techniques, we use “autonomous and intelligent
systems”, sometimes compressed to just “intelligent systems”. We also avoid the term
“model” (unless we are specifically talking about machine learning) in favour of “mod-
ule”. Finally, we use “behaviour” as shorthand for “behaviour or outcome” which
encompasses the system taking action or providing some output (e.g. a classification
or recommendation).
2https://data.consilium.europa.eu/doc/document/ST-5419-2016-INIT/en/pdf
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The importance of explainability has also been recognised by
various standards. For instance, the Ethics Guidelines for Trustwor-
thy AI3 and subsequent Assessment List for Trustworthy Artificial
Intelligence (ALTAI) for self-assessment4 consider explainability
as one of a range of factors (e.g. human agency and oversight, ac-
countability, societal & environmental well-being). IEEE P7001 [20]
also considers explainability as part of transparency, and defines a
number of requirements relating to explainability (e.g. that infor-
mation is provided on how a system works in general, or that the
system provides the ability to answer “why?” questions).

However, this work does not provide adequate guidance for the
development and evaluation of the explainability of systems. The
Ethics Guidelines for Trustworthy AI only poses questions that
ask whether the decisions and outcomes can be understood and
whether an explanation is provided, and the Assessment List has
just two questions: “Did you explain the decision(s) of the AI system
to the users?” and “Do you continuously survey the users if they
understand the decision(s) of the AI system?”. Similarly, IEEE P7001
only provides a few explainability requirements (“why?” and “what
if?” questions, as well as global5 explanation - see §2), and Hoffman
et al. [16] assign each system only a single number (1-7).

Following IEEE P7001, we propose to provide this guidance in
the form of a scoresheet6. The P7001 scoresheet focuses on trans-
parency, and is complementary to our scoresheet: our scoresheet is
specifically for explainability, and provides details, whereas P7001
has considerably less detail on explainability (see §3.1).

The scoresheet can be used in various ways with the most obvi-
ous being to evaluate the explainability of candidate systems. Used
this way, the responses affect which system is chosen because the
scoresheet captures that a crucial explainability aspect is lacking,
or that another system provides it better.

Explanations are used by different people for different purposes [4,
7, 13, 21, 29], and therefore we develop our scoresheet by consider-
ing the explainability needs of different stakeholders (§2).

This paper makes a number of contributions. Firstly, we develop
(and justify) a scoresheet7 for explainability (§3). Secondly, we
provide additional detailed guidance on how to complete the score-
sheet (§4), including an additional checklist for global explanations.
Thirdly, we demonstrate that the scoresheet is applicable to a range
of systems (§5), showing that the scoresheet is usable and generic,
as well as that it is useful (i.e. that it provides a useful summary).

3https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
4https://digital-strategy.ec.europa.eu/en/library/assessment-list-trustworthy-
artificial-intelligence-altai-self-assessment
5A common distinction [18, 23] is between local explanations that relate to a specific
execution (e.g. “why did you do this?”), and global explanations that are not about a
specific execution, and hence more general, but necessarily less detailed.
6Our scoresheet does not use numbers, but it contains more than just checkboxes, so
we use the term “scoresheet” for consistency with P7001.
7The scoresheet was developed iteratively (define, apply, revise); the version presented
in §3 is the final one.
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2 STAKEHOLDER EXPLAINABILITY NEEDS
IEEE P7001 [20, 39] defines five stakeholder groups: end users, wider
public & bystanders, safety certifiers, incident/accident investiga-
tors, and lawyers & expert witnesses. They consider the range of
forms of transparency that each requires. For instance, that end
users might want to be able to get natural language answers to
“why did you do that?” and “what would you do if . . . ?” questions.
Or that safety certifiers need information on what steps were taken
to verify and validate a system. They go on to propose a simple
transparency scale for each of the five stakeholder groups. For ex-
ample, for an end user, the levels can be summarised as: 0: “no
transparency”; 1: information provided on how the system works
in general (including, if relevant, on data used); 2: same as 1, but
interactive; 3: ability to answer“why?” questions for specific cases;
4: ability to answer hypothetical “what if?” questions; and 5: pro-
vision of “continuous explanation . . . that adapts . . . based on the
user’s information needs and context”.

Arya et al. [3] argue that different stakeholders require different
sorts of explanations. They propose a taxonomy (and associated
toolkit) that allows stakeholders to select an explanation method
that suits their needs. Their context is narrower than ours (machine
learning systems that learn from data). Their taxonomy consid-
ers factors such as the following. Are explanations (of data) given
as particular features (e.g. income or level of debt), examples, or
distributions? Do explanations explain individual cases or overall
behaviour (local vs. global)? Is the explanation derived directly
from the model used to make decisions, or from another (surrogate)
model? Elements of their taxonomy are relevant to our scoresheet,
and are incorporated in Section 3. These are: explanation of data
(where relevant, using examples, distributions, features) vs. expla-
nation of the model/module; the distinction between global and
local explanations (which is also raised by other literature); and the
distinction between an explanation being derived from the module
itself, or from a surrogate8.

Liao et al. [23] interviewed 20 UX and design practitioners from
IBM to “identify gaps between the current XAI [eXplainable AI]
algorithmic work and practices to create explainable AI products”.
Their focus is narrower than ours (explanations of machine learn-
ing for end users). One useful contribution of their work is their
interview framework: they developed a bank of questions to ensure
that the interviews covered a range of important aspects. In order
to develop this, they identified a range of question types that can
be addressed by current XAI methods, including both widely used
questions (How, Why, Why not, What if) and less widely-used
questions (how to be that, how to still be this; explained in Sec-
tion 3). Their XAI question bank covered six topics: input (i.e. data
used), outputs produced, performance (e.g. accuracy, precision, lim-
itations), how (global), why & why-not (one topic), and a topic
covering hypothetical questions (what if, how to be that, how to
still be this).

The most directly relevant work to establishing stakeholder
needs for explainability is the recent paper by Hoffman et al. [18]

8Their taxonomy has two versions of this: for local explanations they distinguish be-
tween a self-explaining model and post-hoc explanations, whereas for global explana-
tions they distinguish between directly interpretable models and post-hoc explanations
such as a surrogate model, or a visualisation.

which seeks to establish what various stakeholders need by inter-
viewing a range of stakeholders. One key point that they identify in
their interviews is that the assumption that there are distinct, clearly
distinguishable, stakeholders does not necessarily hold. Rather, they
found that people had different roles, but that they adopted the
viewpoints of different roles at different times, including roles other
than their own. They highlighted the need for both global explana-
tions (that are not too high-level, including holistic performance
aspects such as biases, assumptions, bounding conditions and lim-
itations) and local ones, and noted that it can be desirable to link
them by having global explanations that refer to particular cases.
They flagged the particular importance of edge cases in understand-
ing how the system operates, and what are its limitations. More
broadly, they identified the benefit of having access to the system
development team and to (trusted) domain practitioners, and of
having information about the system’s context (e.g. what does it
integrate with, how does it support users’ goals) and the role of
the company making the software, and trust in it, in a broader
accountability and responsibility context.

3 AN XAI SCORESHEET
In this section we present the XAI scoresheet, focusing on what is
included, and why it is included. Section 4 provides guidance on
how to use the scoresheet.

The XAI scoresheet (Figure 1) has a number of sections that each
collect different information. An initial section collects some basic
information. Then there is a section that focuses on veracity,
then global explanations, and finally a section focusing on a
range of information relating to local explanations: features of
explanations, the concepts used, the explanation types supported,
and the level of automation.

Basic information: There are two pieces of basic information
that the scoresheet collects. Firstly, whether the system’s source
code and (if relevant) training data is available. This is useful to
know because access to code (and data) can help in understanding
explanations, and in assessing the system’s veracity (see below).
However, this is of more use if there is access to the developers of
the system, who can help to navigate the code (and data), and to
(trusted) domain experts who can help to explain the context of use.
Hoffman et al. [18] found that access to the system’s developers and
to trusted domain experts can be important to help understand the
system’s operation. In the case where the organisation assessing or
using the system is also the one that is developing the system, then
both these criteria would normally be met.

Veracity:An important basic requirement of explanations is that
they actually correspond to the system’s reasoning. An explanation
system that invents explanations that do not reflect the actual
reasons is clearly not useful, and could in fact mislead, and therefore
be worse than not having an explanation at all. We therefore include
in the scoresheet a high-level question to indicate the reliability9
of explanations (Low/High10).

One approach to providing explanations with high reliability is to
generate explanations directly from either the actual module used to

9We use “reliability” in the Cambridge dictionary sense of “the quality of being able to
be trusted or believed because of working or behaving well”.
10If the system does not provide local explanations then veracity is not applicable.
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make decisions, or from a log that records what the system actually
did and the factors considered (termed a “blackbox”11 [39, 41]).
This direct approach provides a high level of confidence that the
explanation reflects the actual reasons.

An alternative approach is to construct explanations using an
alternative proxymodel. In this case it is possible for explanations to
not correspond to the actual reasons, and so steps need to be taken
to attempt to ensure alignment between the behaviour-generating
model and the explanation model, and to assess the effectiveness
of the alignment. For example, alignment can be attempted to be
ensured by deriving the proxy model from the actual model by a
systematic process or algorithm, and the alignment can be assessed
by having a process of testing that evaluates for a range of system
behaviours and explanations whether the generated explanation
matches up with the real reasons for the system’s behaviour. These
real reasons can be identified by running the system on hypothetical
scenarios to confirm that varying the reasons results in a change
in behaviour. In some cases they may also be able to be identified
by adding debugging probes to the system.

Regardless of the approach taken, it is important in order to be
able to trust the explanations to know not just that explanations
are reliable, but also why they are reliable, and so the scoresheet
captures this information.

Global Explanations capture what sort of information is avail-
able about the system’s overall functioning. One useful type of infor-
mation is how the system works. Another is how well it works [18,
23]. This encompasses information on various limitations of the
system (things it cannot do, including contexts in which it should
not be used). It could also include information on the performance
of the system (e.g. how accurate is it, how reliable, and in what
scope/context can this level of performance be expected). These two
questions can be addressed by providing a static document, or an
interactive manual that allows the stakeholder to gain understand-
ing of respectively how and how well the system functions [20].
Additionally, for systems where data plays an important role in
decision-making, part of the answers to “how?” and “how well?” is
information about data used (e.g. training data). This might usefully
include the training data source, what steps were taken to ensure
and/or assess its quality, information on distributions within the
data (e.g. breakdown by demographic factors), how it was processed,
and what limitations or assumptions exist. For example, a data set
of facial photos from a particular country reflects that country’s
demographics, and may not be appropriate to use in a country with
significantly different demographics.

Local Explanations are, unsurprisingly, a key part of the XAI
scoresheet that capture a range of information. We begin with
general information about the features of explanations that are
generated. Firstly, since different people need different explanations,
it can be useful to be able to generate different explanations for
different people (“individually customised”). In order to do this it
can be useful to be able to “. . .provide some information on what is
desired in a good answer. For instance, how complete does the answer
need to be?What is the aim of the person asking the question - are they
a novice trying to clarify why something slightly unexpected occurred,
i.e. to learn, or are they an expert seeking to dig deep to ascribe blame

11As in an aircraft blackbox

XAI scoresheet for
□ System source code is available
Is training data used available? Yes / No / Not Applicable
□ There is access to the system’s developers
□ There is access to trusted domain experts
Veracity:
How reliable are explanations? Not Applicable / Low / High
What steps are taken to ensure explanation reliability?

* * *
Global Explanations: Has information been provided on:

□ How does the system work?
□ How well does it work?

(See checklist - Figure 2)
* * *

Local Explanations: Explanations . . .
□ . . . can be individually customised
□ . . . are interactive
□ . . . include an indication of confidence
□ . . . include an indication of scope of generalisation

What Concepts are used in explanations?
□ Examples □ Features □ Beliefs □ Events/Percepts
□ Goals □ Actions □ Preferences □ Values
□ Other:

What forms of Explanation Types are provided?
Factual/Past: □ Did? □ Why? □ Why not? □ Contrastive
Future-looking: □ Will? □ Why? □ Why not? □ Contrastive
Hypothetical: □ What-if? □ How to be? □ How to still be?
Other:
Is explanation generation from questions?

□ Fully automated □ Partially automated □ Manual

Figure 1: XAI scoresheet. Notation: alternatives (“pick one”)
are separated by “/” whereas multiple options (“select all
applicable”) are indicated with “□”.

for something that should not have occurred?” [41]. Secondly, since
explanations can be quite complex and large, it can be useful to
make them interactive [17]. For instance, provide a partial high-level
answer to a question and allow the user to interactively get more
information where needed. Finally, when an explanation is given, it
can be useful for it to include indications of confidence [41] (e.g. that
the system’s decision was based on a particular belief that was held
with a certain level of confidence), and of the scope [29] (the extent to
which the explanation generalises, e.g. in a loan decision application
that the key factor for a certain decision was the applicant’s salary,
but that this holds only as long as certain other factors are held
within a certain range).

Next the XAI scoresheet records information on what concepts
are used in explanations. This is useful to capture because it indi-
cates at a high level what explanations look like. Furthermore, it
has been argued [44] that since humans explain their behaviour
in terms of particular concepts such as beliefs, goals, and valu-
ings [24], using these same concept to explain autonomous systems
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can make explanations more accessible and understandable. The
XAI scoresheet lists examples and features (since a range of expla-
nation mechanisms use these), as well as a range of concepts for
autonomous systems (see [31, Chapter 2]) and values [25, 26].

Next, the scoresheet captures what sort of explanation types the
explanation generation system is able to generate. This is captured
in terms of the sorts of questions that the system can answer. The
most basic form of question is factual: e.g. did something happen?
We also consider the possibility of future-looking factual expecta-
tions: is something expected to happen? For example, a system that
does some form of planning (reactive or first principles planning)
may be able to provide information about what it did (in the past),
and what it intends to do or expects to be the case (in the future).

Perhaps the most common type of explanation considered in the
literature is answering “Why?” questions. As for factual questions,
explanations can potentially refer to both the past (e.g. a certain
course of action was selected because of past information or beliefs)
and the future (e.g. a certain action was performed in order to
achieve a certain situation in the future). In addition to being able
to pose “Why?” questions, it can also be useful to be able to ask
“Why not?”, and it has been argued [27] that as humans we naturally
tend to ask contrastive questions (“Why did you do 𝑋 rather than
𝑌?”, although sometimes the “rather than” part is implicit).

Finally, the literature identified a range of forms of hypothetical
question types that can be useful. For instance, Hoffman et al. [17]
note that contrastive and counterfactual explanations play a role in
supporting a range of user goals. Liao et al. [23] identify a number of
such question types: “what-if?” (what would happen in a different
situation?), “how to be?” (how to change inputs to achieve a certain
outcome), and “how to still be?” (what changes to inputs would
leave the outcome unchanged).

The last part of the XAI scoresheet concerns automation. Ideally,
when the user asks a question, the system generates the explanation.
However, it is also possible to have the system support explanation
construction by the user, or even provide enough information so the
user can construct an explanation manually (e.g. see §5.3). However,
a manual explanation construction process is clearly less desirable
than having the system generate the explanation.

3.1 Comparing with IEEE P7001
Having explained what we have included in our XAI scoresheet
and why, we now briefly compare it to the IEEE P7001 transparency
scoresheet [20]. Like us, IEEE P7001 proposed a scoresheet in order
to help bridge the gap between high-level statements about desir-
able properties of systems and actionable metrics. However, there
are a number of significant differences. The most significant differ-
ence is that P7001 is broader in scope, focusing on transparency,
whereas we focus specifically on explainability. For example, P7001
includes requirements about warning bystanders that sensors are
collecting information, and providing certification agencies with
information about verification and validation activities that were
done. Focusing on explainability aspects, P7001 is fairly limited,
making our scoresheet useful and complementary. For instance,
we also include information on veracity, on how well the system
works, and consider factors such as the level of confidence, scope of
generalisation, concepts used, level of automation, and additional

question types (“why not?”, contrastive questions, “how to be?”,
“how to still be?”).

To illustrate, consider the example (Appendix B.2 of IEEE P7001)
of a medical diagnosis AI. With respect to explainability (as opposed
to transparency more broadly), the assessment in the appendix of
IEEE P7001 specifies only that end users (i.e. clinicians) need to
be provided with (i) information on how the system functions
(i.e. global explanation) specifically in an interactive form, and
(ii) with the ability to pose “why?” and “what if?” questions to
the system (levels 1-4). Some things that are is missing from this
assessment but captured by our XAI scoresheet are:

• Veracity: how are explanations derived, and how can we
know that an explanation corresponds to the actual reason?

• Are explanations interactive? Do they they include indica-
tions of the system’s confidence? Do they include an indica-
tion of the scope within which they are valid?

• Does the system support contrastive questions? Does it sup-
port other forms of hypothetical questions? (e.g. “what would
I need to change to get this (different) recommendation?”)

There are also some other differences including that IEEE P7001
gives a set of orthogonal transparency requirements, classified
by stakeholder, whereas we do not classify by stakeholder, since
there is not a clear distinction between stakeholders [18]; and that
for incident investigators P7001 requires a blackbox (“Event Data
Recorder”), whereas we do not require a blackbox, since it is not
essential to providing explanations.

4 OPERATIONALISING THE SCORESHEET
In this section we consider the question of how to use the scoresheet,
in other words, when filling it out, how does one work out what the
answers should be? We also note what other information is useful
to capture (apart from what is in the scoresheet).

However, before starting to fill out the scoresheet for a given
system that is being considered, we first need to identify who the
relevant stakeholders are, and then what are their goals. We also
need to identify for the application domain what are the risks that
exist, and what level of risk is considered acceptable. This is re-
quired because to assess, for instance, whether there is adequate
explanation of (globally) how the system operates, we are really
answering the question of whether the provided information al-
lows the stakeholders to gain an understanding of the system’s
functioning that is adequate for their goals. In other words, we
need to know the stakeholders and their goals to assess this. For
example, an elderly person using a domestic robot to support their
independent living would need less information on how the robot
functions and its limitations (e.g. tasks it cannot do well) than an
agency responsible for certifying these robots for domestic use.
Similarly, in order to assess the system’s reliability, we need to
know what the needs are: what can go wrong, and what are the
potential consequences?

Basic information: this covers a few questions, that can be an-
swered by asking the developer. However, although these questions
appear to be answered by a simple “yes” or “no”, they are actually
an example of where there is additional information that is not in
the scoresheet itself that is useful to capture. For example, when
indicating that there is access to the developers of the system, there
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Global Explanation checklist
There is an adequate description of:
□ . . .how the system operates, including

□ . . . its (static) structure
□ . . . its (dynamic) process

□ . . .how well the system functions, including information on
□ . . . the system’s performance
□ . . . risks (including ethical issues)
□ . . . the system’s limitations

(e.g. situations in which it should (not) be used)
If the system uses training data:

□ Information about the training data is available
(e.g. its source, size)

□ . . . including information on the process
(e.g. data selection, cleaning, etc.)

Figure 2: Global Explanation Checklist

is a range of other information that is important to consider and
record. For instance: How accessible are the developers? How reli-
ably and quickly are they likely to be able to respond to queries or
to meeting requests? To what extent might developers be reluctant
to be transparent, especially when doing so might reveal an area
of weakness in the system’s performance? Similar considerations
apply to access to trusted domain experts. This additional infor-
mation is not included in the scoresheet itself in order to keep the
scoresheet a brief and useful summary.

Veracity: If the system does not provide local explanations,
then the answer to this is a simple “not applicable”. Otherwise, to
answer this question we need to consider the process by which
(local) explanations are generated. The key question is: “if I get an
explanation, how confident can I be that this actually reflects the real
reasons for the behaviour I am seeing?”. There are two approaches
that can be used in order to complete this part of the scoresheet.
Firstly, one can simply ask the system’s developers to explain how
explanations are generated (a meta-explanation), with particular
emphasis on the links to the decision-making module and what
steps were taken to ensure high reliability. Alternatively, it may be
possible to evaluate veracity experimentally by setting up scenarios
to see whether it is possible for explanations to deviate from the real
reasons. For example, having (potentially adversarially-generated)
scenarios 𝐴 and 𝐵 that give different behaviours but where the
explanation provided for a question, such as “Why did you do 𝐴?”
provides an explanation that only refers to features that are the
same as in 𝐵.

Global Explanations: There are just two yes/no questions to
be answered, but in order to answer them there is additional in-
formation that needs to be considered, and in fact we create an
auxiliary checklist12 (Figure 2) to ensure that it is considered. In
addition to the checklist, it can also be useful to capture in what
form the global explanation is provided. For example, is it a static
document or in an interactive form [20]? The explanation could

12We use the term “checklist” here since, unlike the scoresheet in Figure 1, all the
responses here are ticks in boxes.

also use a range of (possibly derived) models such as decision tree,
rules, or weighted features [23].

The essential question here is whether information is provided
(on “how?” and “how well?”) in a form and at the level of detail
that is appropriate for the relevant stakeholder(s), and whether the
information provided is adequate for their needs. For example, the
level of understanding of how a system operates may be lower for
a user of a system and higher for someone certifying the system
for use in a given context.

The two unindented checkboxes in Figure 2 correspond to the
two questions under Global Explanations in Figure 1. We would
normally expect that in order to get an overall tick, the indented
questions would also need to be ticked. It would clearly be unusual
to indicate, for example, that there is an adequate description of how
the system functions, without there being both descriptions of the
system’s (static) structure and its (dynamic) process of operation.
Similarly, it would be unusual to consider information on how well
the system functions to be adequate if it did not address the system’s
performance, the risks associated with its use, and its limitations.

With regard to the questions under “how well”, the first (“perfor-
mance”) indicates whether information has been provided on how
well the system operates within the intended domain of application.
In other words, when the system is being used as intended, in a do-
main that it is designed for, how well does it perform, for instance,
how accurate is it? The second (“risk”) indicates whether informa-
tion has been provided on what risks exist in relation to the use of
the system (including any ethical issues). The third (“limitations”)
indicates whether information has been provided on the boundaries
of intended use: in what situations is the system’s effectiveness
reduced, or, indeed, the system should not be used? For example, an
application for assessing loan applications may only be appropriate
to use when the applicants are salaried employees. Edge cases can
play a role in documenting these boundaries.

If the system uses training data, then it can be important to also
have information on the training data (such as where/how it was
obtained, its size, and other characteristics such as demographic
distributions), and on the process that was used to prepare the data
(e.g. selection, cleaning, quality assessment) and to use it (e.g. train-
ing methodology, hyper-parameters). There can also be relevant
data-related information included in the discussion of limitations.
For example, that a given data set only covers certain demographic
groups adequately, so should not be used for other demographic
groups. There is a range of work on how to provide information
about data in this context that can be leveraged (e.g. [2, 9, 12, 19, 28]).

Finally, moving on to Local Explanations, recall that informa-
tion in the scoresheet covers a range of things: features of explana-
tions, the concepts used, the explanation types supported, and the
level of automation.

The explanatory features provided (e.g. individual customisation,
interactivity) should be able to be determined by asking or just by
using the system. For the first one (individual customisation), the
question is whether it is possible for different people/roles asking
the same question to be able to get different (relevant to each) an-
swers. If the answer is yes, then it can be useful to also capture (not
on the scoresheet) the extent and forms of individual customisation.
For example, can a question include an explicit indication of what
level of detail is sought, or what concepts should be used?
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“A bicycle was not available, money was available, the made
choice (catch bus) has the shortest duration to get home (in
comparison with walking) . . . I needed to buy a bus ticket in

order to allow you to go by bus, and I have the goal to allow you
to catch the bus.”

Figure 3: Example Explanation from [43, §2]

Identifying the concepts used in explanations requires looking
at a range of explanations (and documentation). It may not always
be immediately clear which parts of the explanation correspond
to which concepts. For example, the explanation in Figure 3 has a
number of elements, and it may not be immediately clear which
are beliefs, goals, or preferences. Identifying instances of concepts
can be done by applying the definitions of the concepts (see [45,
Appx A]). For example, “money was available” is a factual statement
about the environment, i.e. a belief. On the other hand “to allow
you to catch the bus” is a single desired state, i.e. a goal, whereas
a statement that compares more than one alternative indicates a
preference (e.g. “made choice . . . has the shortest duration . . . in
comparison with . . . ”). Finally, if an explanation (or part of it) does
not appear to map to any of the concepts, then it is an “Other”
(e.g. “I needed to buy a bus ticket in order to allow you to go by bus”
is an example of doing one thing in order to enable a later action).

Similarly, identifying the forms of explanation types provided
requires looking at a range of questions (and documentation), and
may require some interpretation. For example a question of the
form “What situation would give an outcome of𝑋?” does not imme-
diately correspond to the question types in the scoresheet. However,
considering what is provided to the system (the desired behaviour)
and what it provides to the human (the situation, i.e. conditions
under which the desired outcome occurs) can allow us to see that
it corresponds to a form of “How to be?” - what situation will lead
to desired behaviour (see also §5.5).

Finally, identifying the level of automation should be straight-
forward.

5 APPLYING TO DIFFERENT USE CASES
In this section we demonstrate the utility and versatility of the
scoresheet by applying it to a range of systems. This shows that it
can be applied to a diverse range of systems, and also demonstrates
that the scoresheet for a system summarises information about the
explainability of the system in a useful form.

We have selected the following six systems, which represent
a broad range of types of intelligent or autonomous systems: (1)
ChatGPT being used to recommend travel activities; (2) Generative
AI being used to generate medical images; (3) A planner being
used in a robotic application; (4) A search and rescue application
implemented using BDI (Belief-Desire-Intention) concepts (goals,
plans); (5) A multi-agent reinforcement learning system applied in a
number of domains including a multi-robot search and rescue; and
(6) A taxi scheduling domain where the system combines learning
and planning. See Figure 4 for the corresponding scoresheets.

We note that the scoresheets are based on the specific systems
mentioned on an as-is basis, rather than what could be done to
the systems to make them more explainable, as there are certainly
ways to do so.

5.1 ChatGPT for activity recommendation
We selected ChatGPT as an example of a general-purpose LLM, and
applied it to the domain of generating recommendations for activi-
ties when visiting a city. The transcripts from our interaction with
ChatGPT are available [45, Appx B]. In addition to asking ChatGPT
for recommendations, we also asked for a range of explanations.
We were expecting ChatGPT to do relatively poorly, but in fact it
did quite well in providing explanations (as indicated in the bottom
of the scoresheet, see Figure 4).

However, it is important to note that there is no information
on what measures (if any) have been taken to attempt to ensure
that answers, including explanations, reflect the actual reasons.
Since ChatGPT is known to bullshit [15] (sometimes euphemisti-
cally termed “hallucinate”), this is an issue, since it means that
the explanations cannot be relied upon. This is highlighted in the
scoresheet.

5.2 PET Image Generation
This system uses generative AI to generate PET (Positron Emission
Tomography) images [30]. It takes PET images from one radiotracer
and generates pseudo-PET images of another radiotracer. The train-
ing and test data were obtained from a hospital with appropriate
privacy and ethics approvals. The scoresheet clearly captures that
while there is information provided on both how and how well
the system works, the system does not have the ability to explain
specific images generated, other than providing a confidence level
(e.g. 0.85).

5.3 Planning for mobile service robot
This system [37] uses a hybrid planning system (CHIMP), that com-
bines HTN-style task decomposition and meta-CSP search, result-
ing in an HTN planner able to handle very rich domain knowledge.
This is applied to an application of a mobile service robot that
performs tasks such as serving hot coffee with sugar. For such a
task, it must reason not just about the consequences of each action
but also the duration of the action, whilst considering alternative
possibilities for accomplishing the same task.

The system keeps a log of what was done and why. This makes it
possible to obtain information to answer a broad range of questions.
However, as highlighted in the scoresheet, this needs to be done
manually by the developers. On the other hand, because this infor-
mation is generated directly from the planner, the explanations can
be relied upon.

5.4 Search & Rescue using BDI
This system is a simulation that controls UAVs carrying out a search
and rescue task [36]. It is implemented using BDI concepts (goals
and plans) in SARL [33], and uses the TriQPAN pattern [34, 35] to
extend SARL to be able to provide a range of (local) explanations.
The scoresheet clearly indicates that the system is able to provide
a range of explanations, and that this is fully automated. It also
indicates that the explanations are directly derived from logs of the
actual system, so the explanations can be relied upon.
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(a) Chat GPT used for Itinerary Recommendation 

(c) Generative AI used in PET Imaging (d) SARL APL – Search and Rescue Simulation 

(e) CHIMP HTN planner – Farm Robot Simulation 

(b)Multiagent RL – Search and Rescue Simulation 

(f) Hybrid Deep RL and Symbolic planning – Taxi Simulation  
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Figure 4: Completed Scoresheets for the Six Systems

Research Paper Track  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

2177



5.5 Multi-Agent Reinforcement Learning
This work extends multi-agent reinforcement learning with expla-
nation features [5], building on earlier work on single agent rein-
forcement learning explanation [14]. They apply their approach to
three domains: a multi-robot search and rescue scenario, a multi-
robot cooperative delivery task, and a grid-based game where
agents cooperate and compete to collect food.

In essence, they provide two things: an algorithm to create a
summary of a policy, and an algorithm to provide explanations for
given queries (they extend this in a subsequent paper to temporal
logic queries [6]).

The first contribution, a summary of a policy, is a global expla-
nation (“policy summarization provides a global view of the agent
behavior under a MARL policy” [5, §4]). However, while the query-
based explanations providewhat look like typical local explanations,
in fact the explanations are in terms of likely paths, rather than in
terms of a particular execution of the system.

Regardless of this though, it is interesting to observe that the
three question types they support do notmatch in an obviousway to
the question types that we have included in our scoresheet. Specifi-
cally, the first question type (“When do [agents] do [actions]?”) is
used “for identifying conditions for action(s) of a single or multiple
agent(s)” [5, §4]. This can be seen, in intent, if not phrasing, as
being related to “how to be?”: it is identifying conditions that allow
particular actions (i.e. behaviours) to occur. The second question
type (“Why don’t [agents] do [actions] in [states]?”) is clearer, cor-
responding to our “Why not?”. Finally, the third question type that
they support (“What do [agents] do in [predicates]?”) is used “for
revealing agent behavior under specific conditions” (ibid) and can
be seen as a form of “what if?”: given particular conditions, what
would happen?

The scoresheet clearly captures that this system provides local
explanations of various types, and that the explanation generation
is done directly from the behaviour-generating module, and hence
the explanations can be relied upon.

5.6 Taxi planning using learning & planning
This work [8] proposes an architecture that combines planning
and learning, and demonstrates it in a taxi planning domain. The
architecture has three levels: a top-level that uses reinforcement
learning to identify what are the best goals to select, a middle level
that uses an off-the-shelf planner to develop plans to achieve these
goals, and a low-level module that uses deep reinforcement learning
to perform low-level actions within the plans.

In terms of using the scoresheet to assess the explainability
aspects of this system a key challenge is that it has three modules,
each of which has different explainability features. The planning
module (similar to §5.3) captures information that can be used to
(manually) generate (highly reliable) explanations. However, the
deep reinforcement learning module does not provide any form of
explainability.

There are two ways in which this can be captured using the
scoresheet. The first (which is preferred) is to use a single scoresheet
for the whole system, but annotate it to indicate when answers
apply to only parts of the system. For example, for veracity wemight
indicate that it is “Not Applicable” for the RL part of the system

and “High” for the planning component. The second way, which
may be required if the first approach yields an overly cluttered and
complex scoresheet, is to have a separate scoresheet for different
modules in the system (perhaps with a system-wide scoresheet that
refers to them).

6 DISCUSSION & CONCLUSION
We have presented a scoresheet for explainability, along with de-
tailed guidance for how to use it. The scoresheet was then applied to
a broad range of systems, demonstrating its usability and generality.
Looking at the results of applying the scoresheet (Figure 4) we can
see that important explainability features of the different systems
are captured. For example, for ChatGPT it is clear that explanations
may not be reliable, but that the system provides a range of expla-
nation types. On the other hand, for PET image generation, the
scoresheet captures clearly that only global explanations are avail-
able. For the mobile service robot the scoresheet clearly indicates
that a range of (local) explanations are available, and that they can
be relied upon (because they are generated directly from the plan-
ner), but that the construction of explanations from the information
is a manual process. The search and rescue (using SARL) and Multi-
agent reinforcement learning are similar in providing a range of
(reliable) explanations, and do not require manual construction of
these explanations. Finally, the taxi planning application scoresheet
captures clearly that there are multiple modules in the system, and
that these have different explainability characteristics.

6.1 Limitations & Future Work
One limitation is that the scoresheet has only been used by the
authors. Therefore, future work includes further use and evaluation
of the scoresheet. This could include having a range of people
(e.g. various roles, covering the stakeholder types discussed in §2,
as well as a range of experience levels and diverse demographics)
use it to assess systems. It could also include assessing how well
the scoresheet can be used for other use cases (e.g. specifying the
explainability requirements of an application, rather than assessing
a given system). This would be done by indicatingwhat XAI features
are required of a system that is to be used in a certain context, e.g. if
a bank was looking to develop a system for making loan decisions
it could use the scoresheet to specify what XAI features would
be required for the system-to-be. Indeed, it might be possible to
use a scoresheet to specify the explainability requirements for a
whole sector or domain (e.g. transport, policing), or even to specify
regulatory requirements relating to explainability.

Finally, we highlight some broader research challenges for the
XAI research community. There is a need to move beyond explain-
ing particular decisions or actions (local explanations) to be able to
provide useful information on how the system works, using local
explanations to illustrate (i.e. “global-local” explanations), includ-
ing highlighting edge cases [18]. There is also a need to be able
to identify and include information in particular about behaviours
that are surprising [17].
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