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ABSTRACT
For cooperative multi-agent reinforcement learning, various meth-

ods have been proposed to enhance the collaborative strategy capa-

bilities of agents. However, when agents make decisions, humans

have no knowledge of their subsequent decision-making intentions

or sub-goals. This lack of understanding hinders human comprehen-

sion of agent strategies and further research on agents. Currently,

there are limited relevant studies. To address this problem, we pro-

pose a novel framework which can generate the decision intention

of agents. We first formalize this problem and use states crucial to

the task to express the decision intentions of agents. Then, we intro-

duce the polarization index to measure the importance of states and

select them for training. Finally, we learn the decision intentions

through a diffusion model with rapid generation capability and gen-

erate them during the decision-making process. This study sheds

light on the problem of agent decision intention and enhances the

transparency of agent strategies, facilitating deeper research on
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agents. The experimental results demonstrate the effectiveness of

our approach.
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1 INTRODUCTION
In recent years, multi-agent reinforcement learning (MARL) has

made remarkable advancements and drawn widespread attention

across various domains including game AI [2, 34], robots [22], and

traffic control [41]. In contrast to single-agent tasks, multi-agent

tasks pose additional challenges. For instance, agents in multi-agent

settings often face the problem of limited observability, perceiving

only local information of the environment. To mitigate the negative

impact of these challenges, many studies follow the paradigm of

Centralized Training with Decentralized Execution (CTDE) [17],

where agents receive global information only during the training
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phase while relying on their local observations during execution.

Such methods can be broadly categorized into algorithms based

on Actor-Critic (AC) architecture [8, 40] and those based on value

decomposition [24, 32]. In MARL, a key research focus lies in fully

cooperative tasks, where all agents are required to cooperate to

achieve specified objectives.

The majority of these studies are centered on enhancing the

decision-making capabilities of agents. However, the behaviors of

agents are unpredictable from the human perspective, leaving peo-

ple in the dark about the agents’ future decisions. This uncertainty

hinders human comprehension of agent strategies and further re-

search on agents. In this paper, intention is not used as a technical

term but refers to certain information that promotes understanding

agents’ future decision-making behaviors. Some existing studies

address intention or goal recognition problems [1, 5], but they focus

on classical planning, and assume a known set of possible goals

or even domain knowledge of the state transition function [19],

which makes them unsuitable for multi-agent reinforcement learn-

ing frameworks. Currently, there has been limited research on this

issue. Some studies indirectly related to this problem aim to enhance

the decision-making performance of agents by inferring the cur-

rent global state information [38, 42] or forecasting the subsequent

state information [39]. However, these works suffer from several

limitations. Firstly, they infer implicit embeddings that cannot be

understood by humans. Secondly, they can only infer features for

the current or the next few time steps.

By leveraging diverse datasets, generative models have made

substantial strides in the domains of vision and language [3, 23,

25, 26]. Some studies utilize diffusion models [13, 20, 29] to predict

future events in scenarios such as traffic or basketball games [9,

11, 18]. These models typically forecast multiple possible motion

trajectories for the next few time steps to approximate the actual

future trajectories. They rely exclusively on external information

and cannot leverage the intrinsic information of individuals (e.g.,

decision strategies, personal considerations), which often plays a

pivotal role in shaping future events.

Inspired by the aforementioned studies, we aim to unveil de-

cision intentions within the context of MARL, which is able to

utilize the internal information of agents and generate content that

encompasses a broader range of state information compared to mo-

tion trajectories. We represent the decision intentions or sub-goals

in the form of global states, making the agents’ future decisions

more understandable and predictable for humans. Since decision

intentions are not limited to the next few time steps, we aim to

overcome this limitation. In this paper, we formalize the intentions

of agents and propose the polarization index based on action-value

function, a mechanism to identify appropriate states for expressing

the intentions. Then we introduce a dynamic weighting method

to achieve step-by-step intention generation. Finally, we propose

a novel framework for Unveiling Decision Intention (UDI) In Co-

operative Multi-Agent Reinforcement Learning. UDI is based on a

diffusion model with rapid generation capability to infer the deci-

sion intentions of agents utilizing their internal information.

We demonstrated the effectiveness of polarization index and UDI

through an intuitive grid environment. Additionally, we tested the

performance of our method on complex tasks under the widely

applicable SMAC environment. Since there is currently limited

relevant research, our method sheds light on the issue of agent

decision intention, enhances the transparency of agent strategies,

and facilitates deeper research into agents.

2 RELATEDWORK
There are existing studies on intention or goal recognition that ad-

dress this problem in both single-agent and multi-agent tasks. Some

approaches [1, 5] measure the sequence of observations against a

set of Q-functions using a distance metric to solve the goal recogni-

tion task. However, they focus on classical planning, and assume a

predefined set of possible goals or even prior domain knowledge

of the state transition function [19], which makes them unsuitable

for multi-agent reinforcement learning frameworks. some other

related methods are not fully applicable to this setting, such as those

designed for scenarios with only one or two agents [10, 35], fully

observable [33], and stationary environments [12], or methods that

rely on a predefined set of generated content [6].

In the field of MARL, some studies focus on enabling agents

to infer global state information for the current time step or the

next few time steps under partial observability conditions. For in-

stance, CTDS [42] and PTDE [4] employ knowledge distillation

techniques. During training, they utilize global state information

and perform distillation. During execution, agents infer global state

information under local observation conditions. MBVD [39], as a

model-based method, constructs an imagination module through

variational inference, which is then utilized to infer information for

the next several time steps. MASER [16], as a goal-based method,

generates subgoals for agents from the experience replay buffer by

considering Q-values. However, these methods acquire global state

information implicitly or through embeddings, precluding the inter-

pretability of their behaviors by humans. In addition, the primary

objective of these studies is to enhance the strategic capabilities

of agents, and they cannot predict future states and make them

understandable to humans. The recognition of agents’ decision

intentions or sub-goals, which enables humans to understand their

future decisions, has not yet been addressed in existing research.

Currently, some studies utilize the diffusion model to predict the

trajectories of pedestrians or players in scenarios such as traffic or

basketball games.Manymethods formulate trajectory forecasting as

a sequential prediction problem , and focus on modeling this social

interaction. Some methods apply Generative Adversarial Network

(GAN) structures to capture multi-modality and generate future

trajectory distributions [7, 31]. Another approaches adopt encoder-

decoder architectures, leveraging VAE-based techniques to learn

the distribution through variational inference [15, 37]. Inspired by

non-equilibrium thermodynamics, diffusion models possess strong

feature representation capabilities and demonstrate a good fit for

complex data distributions. Some approaches have applied these

models to motion trajectory prediction problems, achieving better

performance compared to the aforementioned methods [9, 11, 18].

The common points of these studies are: 1) They only predict the

motion trajectories, and just for the next several time steps. 2)

They generate multiple trajectories and minimize the minimum

discrepancy between these trajectories and the future ground truth.

3) They only rely on external information for prediction. Given the

reasons above, directly applying the aforementioned methods to the
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MARL framework is not feasible. However, we can draw inspiration

from the proven capabilities of diffusion models to design a novel

framework.

3 PRELIMINARIES
3.1 Decentralized Partially Observable Markov

Decision Process (Dec-POMDP)
The multi-agent collaborative sequential decision-making problem

can be modeled by the decentralized partially observable Markov

decision process (Dec-POMDP). The Dec-POMDP can be defined

as a tuple G = ⟨A,S,U,Z,P,O, 𝑟 , 𝛾⟩ [21]. 𝑎 ∈ A := {1, 2, . . . , 𝑛}
denotes the set of agents. 𝑠 ∈ S denotes the global state of the

environment. 𝑢𝑎 ∈ U denotes the action of each agent, and 𝒖 ∈
𝒰 ≡ U𝑛

denotes the joint action.P : S×𝒰×S → [0, 1] denotes the
state transition function. Each agent receives its local observation

𝑧𝑎 ∈ Z provided by the observation function O : S × A → Z.

𝑟 : S × 𝒰 → R denotes the shared reward function, and 𝛾 is the

discount factor. The goal of all agents is to maximize the discount

return 𝑅𝑡 =
∑∞
𝑚=0

𝛾𝑚𝑟𝑡+𝑚 .

Current methods typically enable agents to make decisions based

on their historical trajectories rather than current local observations

to mitigate the negative impact of partial observability. In value-

based approaches, the joint state value function and state-action

value function are defined as:

𝑉 𝝅
𝑡𝑜𝑡 (𝑠) = E𝝅 [𝑅𝑡 |𝑠] 𝑄𝝅

𝑡𝑜𝑡 (𝑠, 𝒖) = E𝝅 [𝑅𝑡 |𝑠, 𝒖]
where 𝝅 = {𝜋1, 𝜋2, . . . , 𝜋𝑛} denotes the joint strategies of agents.

3.2 Diffusion Models
As a generative model, a diffusion model [13, 28, 30] consists of a

pre-defined forward noising process and a trainable denoising pro-

cess. For 𝑥0 ∼ 𝑞(𝑥), the forward noising process fixed to a Markov

chain adds Gaussian noise step by step to generate

{
𝑥1, 𝑥2, . . . , 𝑥𝐾

}
by 𝑞(𝑥𝑘+1 |𝑥𝑘 ) := N(𝑥𝑘+1

;

√
𝛼𝑘+1

𝑥𝑘 , (1 − 𝛼𝑘+1
)I), where N(𝜇, Σ)

denotes a Gaussian distribution withmean 𝜇 and variance Σ, 𝛼𝑘 ∈ R
is a pre-defined variance schedule. When 𝐾 is sufficiently large, 𝑥𝐾

can be regarded as following an isotropic Gaussian distribution.

We use the superscript 𝑘 to denote the diffusion step, distinguish-

ing it from the time step in RL. During the denoising process, an

initial noise 𝑥𝐾 ∼ N(0, I) is sampled, and progressively denoised

by 𝑝𝜃 (𝑥𝑘−1 |𝑥𝑘 ) := N(𝑥𝑘−1
; 𝜇𝜃 (𝑥𝑘 , 𝑘), Σ𝑘 ). The diffusion models

can be trained by maximizing the evidence lower bound (ELBO):

E𝑥0 [log 𝑝𝜃 (𝑥0)] ≥ E𝑞
[
log

𝑝𝜃 (𝑥0:𝐾 )
𝑞 (𝑥1:𝐾 |𝑥0 )

]
, or optimizing a simplified

surrogate loss [30]:

L(𝜃 ) = E𝑘∼[1,𝐾 ],𝑥0∼𝑞,𝜖∼N(0,I)

[𝜖 − 𝜖𝜃 (𝑥𝑘 , 𝑘)2

]
(1)

where 𝜖𝜃 (𝑥𝑘 , 𝑘) is the predicted noise parameterized through a

deep neural network, denoting the noise added to the 𝑥0
to produce

𝑥𝑘 . The mean 𝜇𝜃 (𝑥𝑘 , 𝑘) can be directly obtained from 𝜖𝜃 (𝑥𝑘 , 𝑘) by:

𝜇𝜃 (𝑥𝑘 , 𝑘) =
1

√
𝛼𝑘
𝑥𝑘 − 1 − 𝛼𝑘√

1 − 𝛼𝑘
√
𝛼𝑘
𝜖𝜃 (𝑥𝑘 , 𝑘) (2)

where 𝛼𝑘 = (𝛼𝑘 · · ·𝛼1)2
.

However, the Markov assumption leads to a generation pro-

cess requiring 𝐾 steps, resulting in significant computational costs.

DDIM [29] removes the Markov assumption, significantly reducing

the number of generation steps while keeping the training process

unchanged. The generation process of DDIM is as follows:

𝑥𝑝𝑟𝑒𝑣 =
√︁
𝛼𝑝𝑟𝑒𝑣

(
𝑥𝑘 − √

1 − 𝛼𝑘𝜖𝜃 (𝑥𝑘 , 𝑘)√
𝛼𝑘

)
+

√︃
1 − 𝛼𝑝𝑟𝑒𝑣 − 𝜎2

𝑘
𝜖𝜃 (𝑥𝑘 , 𝑘) + 𝜎2

𝑘
𝜖 (3)

where 𝑥𝑝𝑟𝑒𝑣 and 𝑥𝑘 can have intervals of multiple steps between

them, indicating that the denoising process does not need to be

performed step by step. 𝜎𝑘 is manually specified. When 𝜎𝑘 = 0,

the generated results are deterministic, eliminating the influence

of randomness.

3.3 Guided Diffusion
If it’s necessary to generate different data under various condi-

tions using diffusion models, one approach is classifier-based guid-

ance [20]. It trains an additional classifier 𝑝𝜙 (𝑦 |𝑥𝑘 ) on noisy sam-

ples, and the generation process and be guided with the gradients

from the classifier. Another more flexible method is classifier-free

guidance [14] without the extra classifier. It learns both a condi-

tional 𝜖𝜃 (𝑥𝑘 , 𝑦, 𝑘) and an unconditional 𝜖𝜃 (𝑥𝑘 , 𝑘) model. The per-

turbed noise 𝜖𝜃 (𝑥𝑘 , 𝑘) +𝜔 (𝜖𝜃 (𝑥𝑘 , 𝑦, 𝑘) − 𝜖𝜃 (𝑥𝑘 , 𝑘)) is used to guide
the generation process, where 𝜔 is referred to as the guidance scale.

4 METHOD
In this section, we introduce our method for determining agent

decision intentions or sub-goals and the UDI framework for gen-

erating these intentions. Firstly, we provide our formalization of

the agent decision intention. We represent the decision intentions

in the form of global states, making the agents’ future decisions

more understandable and predictable for humans. Subsequently,

we introduced a quantitative metric, namely polarization index,

to measure and extract the representative states for training. Fi-

nally, we elaborated on our intention generation model. The UDI

framework is depicted in Figure 1.

4.1 Formalization of Agent Decision Intention
When aiming to explicitly demonstrate the decision intention of

an agent, it is necessary to first mathematically characterize it

and then quantitatively measure it. In this paper, intention is not

used as a technical term but refers to certain information that

promotes understanding agents’ future decision-making behaviors.

The intentions of humans in decision-making can be interpreted as

the intermediate objectives or sub-goals that need to be achieved

in order to accomplish the ultimate task. It represents the critical

commonalities across trajectories essential for task completion. We

apply this idea to agents and define the decision intention of agent

𝑎 in time step 𝑡 as a function of the current state 𝑠𝑡 and its policy

𝜋𝑎 . Mathematically, this can be expressed as 𝐼 (𝑠𝑡 , 𝜋𝑎), capturing the
underlying objectives or sub=goals that the agent seeks to achieve.

To make the decision intention understandable to humans, for

each time step, we adopt the most crucial state for task comple-

tion in the agent’s decision-making process after the current time

step to characterize the agent’s decision intention. We refer to this

state as decisive state 𝑠𝑡𝐷 . Decisive states obtained at all time steps
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Figure 1: The workflow of UDI. Left: The process of obtaining a decisive state from the complete trajectories of agents. Middle:
The computation process of the polarization index of a state in the multi-agent case. Right: The overall architecture of the
agent model, including the policy generation part and the decision intention generation part.

form a sequence that illustrates the agent’s step-by-step process in

achieving the final task. That is:

𝐼 (𝑠𝑡 , 𝜋𝑎) = 𝑠𝑡𝐷 , subject to 𝑡𝐷 > 𝑡 (4)

Thenwe need to quantitativelymeasure the importance of the states

appearing in the decision trajectories. A straightforward approach

is to determine state importance based on the rewards obtained by

the agent in those states. However, a hand-designed reward function

is insufficient to cover all aspects necessary for task completion.

The implementation of the aforementioned approach may result in

the omission of critical states essential for the successful execution

of the task, due to their lack of immediate reward. We attempt to

devise an intention-measuring mechanism that can identify crucial

states, even if the agent may not receive rewards in those states.

At time step 𝑡 , the importance of the state 𝑠𝑡 can be understood as

the degree to which deviating from the optimal action at 𝑠𝑡 affects

the final task. Since the agent’s state value reflects the expected

return in the future, at this time step, we perturb the original action

and define the importance of state 𝑠𝑡 as the discrepancy between its

state value under the optimal policy when taking random actions

only at this time step, and the state value under the optimal action.

We refer to this metric as polarization index.

Definition 1. (Polarization Index) For the agent in a task, as-
suming its optimal policy is known as 𝜋∗ and its optimal state value
function is 𝑉 ∗ (𝑠). For any time step 𝑡 and corresponding state 𝑠𝑡 in
the agent’s decision trajectories, suppose the agent switches to tak-
ing random policy only at this time step, resulting in a policy �̃� and
its corresponding state value function 𝑉 �̃� (𝑠). Then, the polarization

index of 𝑠𝑡 is given by:

𝑃𝐼 (𝑠𝑡 ) = 𝑉 ∗ (𝑠𝑡 ) −𝑉 �̃� (𝑠𝑡 )

=
1

|𝒰 |
∑︁
𝑢

(
max

�̂�
𝑄∗ (𝑠𝑡 , 𝑢) −𝑄∗ (𝑠𝑡 , 𝑢)

)
(5)

For detailed derivation, please refer to supplementary materials.

When 𝑃𝐼 (𝑠𝑡 ) = 0, it implies that at 𝑠𝑡 , random actions have no effect

on completing the task. In this case, 𝑠𝑡 is not considered crucial

for task completion. When 𝑄∗ (𝑠𝑡 , 𝑢) = 0 for any 𝑢 that is not the

optimal action, 𝑃𝐼 (𝑠𝑡 ) reaches its maximum, indicating that only

the optimal action can accomplish the task, and other actions result

in no rewards thereafter. Hence 𝑠𝑡 is crucial for task completion

and can be seen as a decisive state.

In multi-agent tasks, the above definition can be extended with

the joint action, whose space grows exponentially with the increase

in the number of agents. Previous research indicates that value

decomposition method can achieve implicit credit assignment [43].

Although individual Q-functions are not computed directly, once

agents have learned an accurate and effective policy, they can, to

some extent, reflect the return benefits of different actions. On

the other hand, it has been demonstrated that, these Q-functions

can be approximately interpreted as reflecting the evaluation of

returns, and thus can be used directly as value functions [16]. It

should be noted that PI is also derived based on relative relation-

ships. Therefore, the absolute values of individual Q-functions are

not important. As long as they can maintain the same relative rela-

tionships among different actions, the calculation results of PI will

remain unaffected. We compute PI separately for each agent’s indi-

vidual Q-value, which allows us to assess the importance of states

from different agents’ perspectives. Then we obtain an overall eval-

uation by averaging. This approach ensures that the computational
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complexity increases linearly with the number of agents. That is:

𝑃𝐼 (𝑠𝑡 ) =
1

𝑛

𝑛∑︁
𝑎

1

|𝒰 |
∑︁
𝑢

(
max

�̂�
𝑄∗
𝑎 (𝜏𝑎,𝑡 , 𝑢) −𝑄∗

𝑎 (𝜏𝑎,𝑡 , 𝑢)
)

(6)

where 𝜏𝑎,𝑡 represents the historical trajectory of agent 𝑎 at time

step 𝑡 . The computation process is illustrated in the middle part

of Figure 1. When the state with the highest polarization index is

located at the end of the decision trajectory, it presents challenges.

The time step corresponding to the state is too far away from the

current time step, weakening their correlation. This makes pre-

diction extremely challenging and impedes the comprehensibility

of intentions. To establish step-by-step predictions, it is essential

to strike a balance between the magnitude of the polarization in-

dex and the temporal distance between the predicted state and the

current state.

One approach is to calculate the polarization index for each state

in the trajectory and then apply linear decay weights from one to

zero for each state based on the length of each episode. However,

this approach leads to increasingly severe myopia as the number of

time steps increases, with its choices progressively favoring states

closer to the current time step (even only the next state). This

is due to the increasing dominance of the decaying portion (see

supplementarymaterials for details).We adopt a dynamicweighting

method where, at time step 𝑡 , the weights of states occurring after

that time step 𝑠𝑡+𝑖 decay from 1. That is,𝑤𝑡+𝑖 = 1− 𝑖−1

𝑡𝐿
, where 𝑡𝐿 is

the length of this episode. In conclusion, at time step 𝑡 , the decisive

state 𝑠𝑡𝐷 can be obtained by:

𝑡𝐷 = arg max

𝑡>𝑡

𝑤𝑡𝑃𝐼 (𝑠𝑡 )

= arg max

𝑡>𝑡

(1 − 𝑡 − 𝑡 − 1

𝑡𝐿
) 1

𝑛

𝑛∑︁
𝑎

1

|𝒰 |
∑︁
𝑢

(
max

�̂�
𝑄∗
𝑎 (·, 𝑢) −𝑄∗

𝑎 (·, 𝑢)
)
(7)

The complete process of obtaining decisive states from the agents’

historical trajectories is depicted on the left part of Figure 1.

4.2 Decision Intention Generation
Benefiting from the powerful generative capacity of the diffusion

model, we formulate the decision intention generation process as a

standard problem of conditional generative modeling:

max

𝜃
E𝜏∼D [log𝑝𝜃 (𝑠𝑡𝐷 |𝑦 (·))] (8)

where D denotes the dataset, 𝑦 (·) represents additional informa-

tion required for generating the decision intention. As the agent’s

policy is stored in the form of network parameters, we feed the

current local observation and the action input from the previous

time step into its individual network and use the hidden variables

𝒉𝑡 = {ℎ1

𝑡 , ℎ
2

𝑡 , . . . , ℎ
𝑛
𝑡 } processed through GRU as conditional vari-

ables. This variable encompasses both the policy information and

the state information of the agent.

To reduce computational cost, we adopt DDIM to fit 𝐼 (𝑠𝑡 , 𝜋𝑎)
and generate 𝑠𝑡𝐷 . An additional benefit of this approach is that

the generation results of DDIM are deterministic, thus avoiding

the influence of randomness on the generated decision intentions.

We construct our generative model according to the conditional

diffusion process:

𝑞

(
𝑠𝑘+1

𝑡𝐷
|𝑠𝑘𝑡𝐷

)
, 𝑝𝜃

(
𝑠
𝑝𝑟𝑒𝑣
𝑡𝐷

|𝑠𝑘𝑡𝐷 ,𝒉𝑡
)

(9)

Based on this, we set a decision intention generation part additional

to the original agent policy architecture, which includes an inferer

model and other modules for processing various inputs. The over-

all structure is depicted in the right part of Figure 1. We need to

develop the model’s capability to separate the noise in 𝑠𝑘𝑡𝐷
based on

conditional variables. Using either 𝜖 or 𝑠0

𝑡𝐷
as the learning objective

can enable the model to acquire this capability. However, through

experimental comparison (see Section 5.3), we found that using 𝑠0

𝑡𝐷
as the learning objective yields better results than using 𝜖 for this

task. To achieve conditional diffusion process, one approach could

be the classifier-based guidance which needs an additional classi-

fier. In contrast, we adopt the more flexible classifier-free guidance

approach without the extra classifier. To implement classifier-free

guidance, the decision intention is generated by starting with Gauss-

ian noise 𝑠𝐾𝑡𝐷
and denoising 𝑠𝑘𝑡𝐷

into 𝑠
𝑝𝑟𝑒𝑣
𝑡𝐷

with the model’s output

𝑓𝜃 (·):
𝑠0

𝑡𝐷
= 𝑓𝜃 (𝑥𝑘 , 𝑘) + 𝜔 (𝑓𝜃 (𝑥𝑘 , 𝑦, 𝑘) − 𝑓𝜃 (𝑥𝑘 , 𝑘)) (10)

We set 𝜔 to 1, eliminating the need to learn the generation pro-

cess without conditional guidance and reducing the cost of model

training. The input of inferer model consists of three parts. The

first part is the hidden variable that contains both the agent policy

information and state information. After obtaining ℎ𝑎𝑡 from each

agent, it is encoded and integrated through an embedding layer

composed of an MLP layer and inputted into the inferer module.

The second part generates positional encodings based on the noise

injection step 𝑘 , which then undergoes processing through two

MLP layers, as in [36]. The third part consists of the noisy decisive

state, which is denoised through the inferer module for the training

or generation of agent decision intention.

During the training phase, at each time step, we obtain 𝑠𝑡𝐷 for

every complete trajectory in the batch according to Equation 7,

then add random noise to it by:

𝑠𝑘𝑡𝐷 =
√︁
𝛼𝑘𝑠

0

𝑡𝐷
+

√︁
1 − 𝛼𝑘𝜖 (11)

For the model to accurately predict the decision intention, it is

essential for the agents to have an accurate estimation of state-

action values and to have acquired a well-performing policy. During

the initial stages when the agent has not yet learned a satisfactory

policy, the estimation of state-action values is inaccurate. This

may pose challenges in obtaining decisive states. We prevent this

negative impact by controlling the inferer loss with a coefficient

𝜆 that linearly increases from 0 to 1 as training progresses. The

training objective of the model is as follows:

L =L𝑅𝐿 + 𝜆L𝑖𝑛𝑓 𝑒𝑟
=

(
𝑦𝑡𝑜𝑡 −𝑄𝑡𝑜𝑡 (𝝉𝑡 , 𝒖𝑡 , 𝑠𝑡 ;𝜓 )

)
2 +

𝜆E𝑘,𝑠𝑡𝐷 ,𝜖

[𝑓𝜃 (𝑥𝑘 , 𝑦, 𝑘) − 𝑠0

𝑡𝐷

2

2

]
(12)

where 𝑦𝑡𝑜𝑡 = 𝑟𝑡 + 𝛾 max𝒖𝑡+1
𝑄𝑡𝑜𝑡 (𝝉𝑡+1, 𝒖𝑡+1, 𝑠𝑡+1;𝜓−), and𝜓−

rep-

resents the parameters of the target network. During the execution

phase, at each time step, Gaussian noise is sampled and gradually

denoised into the decision intention of agents with the assistance
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(b) Polarization indexes of states in the trajectory.
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Figure 2: Intuitive performance evaluations of UDI in Barrier Pass environment.

of the inferer module and conditional variables from the agent

networks. The denoising process can be formulated as:

𝑠
𝑝𝑟𝑒𝑣
𝑡𝐷

=
√︁
𝛼𝑝𝑟𝑒𝑣 𝑓𝜃 (𝑥𝑘 , 𝑦, 𝑘)+√︁
1 − 𝛼𝑝𝑟𝑒𝑣

𝑠𝑘𝑡𝐷
− √

𝛼𝑘 𝑓𝜃 (𝑥𝑘 , 𝑦, 𝑘)
√

1 − 𝛼𝑘
(13)

Details can be found in supplementary materials.

5 EXPERIMENTS
In this section, we first explore the following questions through an

intuitive grid environment:

• Can our intention measurement mechanism, polarization

index, correctly identify crucial states for task completion,

in the absence of rewards at those states?

• Are the future states generated by UDI sufficiently close to

the real states?

• Are the generated states sufficiently important?

Next, we comprehensively test the accuracy and importance of

the generated states in complex tasks under SMAC [27]. Finally, we

analyze the impact of denoising steps and diffusion model learning

objectives on the algorithm’s performance through ablation studies.

The strategy learning of the agents is based on QMIX. We conduct

experiments in SMACwith 5 seeds. We conducted both quantitative

and qualitative analyses on SMAC to provide as broad an evaluation

of our method as possible. The details of all environments and the

implementation are provided in supplementary materials.

5.1 Case Study
We demonstrate the performance of our algorithm through a grid

environment, providing an intuitive representation. We design Bar-
rier Pass shown in Figure 2(a). Two agents (represented by yellow

and blue circles) need to eat the designated food (indicated by ham-

burgers matching the colors of the agents) with the intervening

wall (depicted in brown) blocking their paths. Additionally, floor

mechanisms (located at the bottom left and bottom right) control

the descent of the wall. The wall descends only when an agent

stands on the floor mechanism matching its color, allowing pas-

sage through the center. When no floor mechanism is triggered,

the wall ascends, blocking passage through the center. The key to

completing this cooperative task lies in the agents triggering the

floor mechanisms to gain access to the right-side area. Specifically,

the strategy involves the yellow agent standing on the yellow floor

mechanism located at the bottom left, causing the wall to descend.

Meanwhile, the blue agent enters the area to the right. Subsequently,

the blue agent stands on the blue floor mechanism positioned at

the bottom right, allowing the yellow agent to enter the right-side

area.

In Barrier Pass, the agents can only observe a 5 × 5 area cen-

tered around themselves. They receive rewards for consuming cor-

responding food items. We do not assign rewards for triggering

the floor mechanisms to test whether our approach can identify

decisive states without rewards. Due to the sparse rewards and

the requirement for sophisticated strategies, we additionally adopt

methods such as shared observation and additional rewards to fa-

cilitate agents to learn a successful strategy. We provide detailed

information on the environment setup in supplementary materials.

After training, the agents successfully learned the correct policy.

Figure 2(a) illustrates each step of the agents’ actions, denoted by
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Figure 3: Performance in different SMAC scenarios.
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Figure 4: Results for ablation studies on 3s_vs_5z map.

arrows. First, we aim to ascertain whether polarization index can

effectively identify decisive states, even in the absence of rewards

at those states. We compute PI for each state in the trajectory, as

illustrated in Figure 2(b). We denote the four states with the highest

PI along the entire trajectory as A-D, and mark the positions of the

agents at these states in Figure 2(a). At states A and C, agents need

to take actions to trigger the floor mechanisms, whereas at states B

and D, they need to navigate through the obstacles while the wall

descends. As mentioned above, these actions are crucial for task

completion. This experiment demonstrates that our method can

correctly identify decisive states without rewards.

Next, we aim to determine whether UDI can effectively generate

decisive states to express the decision intentions of the agents. We

select three representatives, as shown in Figures 2(c) to Figures 2(e).

We add lightly shaded circles with dashed borders to represent the

predicted positions of the agents in the decision intentions. In the

initial state, the decision intention generated by UDI is depicted

in Figure 2(c). It can be observed that the predicted positions of

agents align with point A in Figure 2(a). Before agents reach the

predicted position, the decision intention remains the same. Fig-

ures 2(d) and Figures 2(e) illustrate the new decision intentions of

the agents after reaching the predicted positions from the previ-

ous figures, corresponding to point B and point C. This case study

clearly demonstrates that UDI is able to effectively generate the

decision intentions of the agents. Furthermore, the experiments

show that our predictions of intentions possess flexible time spans,

meaning that we adjust the time span between predicted states and

the current time step adaptively, which is not limited to predicting

the next one or few time steps.
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5.2 Performance on StarCraft II
SMAC [27] is a widely adopted multi-agent experimental platform

based on StarCraft II. It provides a diverse range of challenging

scenarios wherein agents are limited to accessing local information

and share a common reward function. Given the limited existing

research for comparison, our focus lies in conducting comprehen-

sive tests and analyses of UDI from various perspectives. First, we

record the win rate as UDI_win_rate. Next, we test whether UDI
can accurately predict future states. We evaluate the distance be-

tween the predicted state and the closest real state using cosine

similarity with a fixed range of values and binarization for binary

elements, denoted as UDI_pred_acc. Finally, we examine whether

the predicted states are decisive. Since predicted states may not ac-

tually occur, we approximate the importance of the predicted state

by measuring the rate of the weighted PI of this closest real state,

denoted as UDI_pred_rate_PI. All measurements and the 25-75%

percentiles are illustrated in Figure 3. It should be noted that, in

the SMAC environment, the state dimension ranges approximately

from 50 to 80, and the environment has normalized these state

dimensions, thereby eliminating issues related to differing value

ranges. More details can be found in supplementary materials.

In scenarios with fewer agents, such as 2s_vs_3z and 3s_vs_5z,

UDI accurately predicts future states, and these states are suffi-

ciently important. Given the inherent difficulty in making highly

precise predictions about the future, as an initial attempt to ad-

dress this issue, the accuracy demonstrates the effectiveness of our

proposed approach. However, in the 8m and 5m_vs_6m scenarios,

the algorithm’s performance is limited. Possible reasons include

the increased number of agents and their homogeneity. It is also

worth mentioning that the state includes certain information that,

while not critical, exhibits high variability—such as the attack in-

tervals of units—which may reduce the predictive accuracy of the

algorithm. When there are many identical agents, their strategies

may be similar, causing confusion in predicting each agent’s future

decision intentions. Additionally, in scenarios where the win rate is

low or fluctuates significantly, such as in 5m_vs_6m, MMM2, and

bane_vs_bane, the algorithm struggles to learn an accurate value

function, which impacts both the accuracy and importance of the

predicted states.

Overall, UDI generally generates decision intentions that are

close to the actual occurring states, and these states are of high

importance, demonstrating the effectiveness of our method. The

fact that the metrics show little variation throughout the training

process reflects the good convergence and stability of our approach.

Besides, we note that when training the diffusion model, we use

only the states selected by the weighted PI as learning objectives.

The high accuracy further indicates that PI can select common

states across different trajectories. This suggests that these states

are necessary for task completion. We consider these as decisive

states, which further underscores the effectiveness of PI. We also

conducted some additional intuitive experimental demonstrations

in SMAC, please refer to supplementary materials for details.

5.3 Ablation Studies
In this section, we focus on exploring the effects of the learning

objective of UDI in training loss and the denoising step numbers

on algorithm performance. For the first study, we compared the

learning objectives of the diffusion model. Here, x denotes using

the original state as the learning objective, while eps denotes choos-

ing the noise added to the state. Measurements with the 25-75%

percentiles are illustrated. As shown in Figure 4(a), using the origi-

nal state as the learning objective results in the model generating

states with higher accuracy and importance. A major drawback

of diffusion model is the high computational cost and long gen-

eration time. We then conducted experiments on the number of

denoising steps in the generation process. As shown in Figure 4(b),

we tested the method with denoising steps ranging from 20 to 300.

The results indicate that, in our method, significantly reducing the

number of denoising steps does not notably impact the accuracy

and importance of the generated states. Therefore, we adopt 20

as the denoising steps, substantially reducing computational cost

and improving generation speed. We prsesent more experiments in

supplementary materials.

6 CONCLUSION AND DISCUSSION
In the field of cooperative MARL, most existing research focuses

on improving the collaborative strategy of agents. However, during

decision-making, we lack understanding of the agents’ decision

intentions, hindering human comprehension of agent strategies and

further research on agents. Given the success of generative models

in predicting motion trajectories, we propose a novel UDI frame-

work to address this issue. First, we represent the decision intention

using human-understandable explicit state information crucial to

the task. Next, we introduce PI to measure the importance of states.

Finally, we use DDIM to quickly and accurately generate the agents’

decision intentions. UDI leverages internal agent information to

generate decision intentions that encompass broader information.

Moreover, our approach removes the limitation of generating states

for only the next few time steps. Experiments on Barrier Pass and

SMAC demonstrate the effectiveness of both PI and UDI.

Our method does not alter the cooperative behavior of the agents.

Its purpose is to reveal the agents’ decision intentions in a way that

is understandable to humans. We represent a new problem, and

we have proposed a feasible solution, which constitutes the main

contribution of this paper. This work offers a preliminary explo-

ration into understanding agent decision intentions and sheds light

on this problem, enhancing the transparency of agent strategies

and facilitating deeper research on agents. In the future, we will

conduct more in-depth studies on how to calculate PI based on the

different importance of agents in tasks rather than averaging, and

how to overcome the confusion caused by agent homogenization.
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