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ABSTRACT
Robot teams that build highly predictive models of environments
like the ocean require effective methods to collect sensor data. A
robot team can collect this data, but the challenge is continuously
assigning robots to informative sampling locations. Existing meth-
ods design specialized solutions for individual robots that lack the
necessary flexibility. Instead, recent extensions allow macroscopic
ensemble allocation to adapt with environmental changes, but cur-
rently relies on impractical centralized assumptions. To address the
need for centralization, we introduce a heterogeneous formulation
with unmanned aerial vehicles and a communication task where
a small portion of the surface team ferries information between
robots performing spatially distributed sampling tasks. We show a
distributed adaptive macroscopic allocation solution with similar
performance to the centralized strategy.
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1 INTRODUCTION
To build representative and predictive models of environments like
the ocean, it is necessary to collect multiple data samples at similar
times and different spatial locations [4]. To achieve this we use
robot teams equipped with sensors to augment data collection [12].
However, this requires effectively assigning robots to informative
sampling locations, [9], a variant of the well known Multi Robot
Task Allocation Problem (MRTA) [5]. Microscopic approaches solve
a resource optimization problem for each individual robot and have
scalability issues with increased team size or environmental com-
plexities. In contrast, macroscopic methods can be used to efficiently
assign populations of robots to spatially distributed tasks to achieve
team-wide coordination [3]. Nevertheless, this paper addresses
prior centralized assumptions in [2], and presents a distributed
adaptive macroscopic allocation solution to the MRTA problem.
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Figure 1: Distributed adaptive macroscopic allocation uses a
communication task (green triangles) to share data between
robots in different task regions (orange and purple triangles)
and UAVs providing team-wide task assignment estimates.

Recently, we introduced an adaptive macroscopic ensemble ap-
proach to achieve responsive task assignment to dynamic environ-
ments [2]. However, this prior work relies on robots maintaining a
fully connected communication network at all times. This is fine for
laboratory settings, but it is not practical for deployed robot teams
performing environmental monitoring. There are two challenges
to break this assumption. Firstly, each robot needs additional in-
formation beyond its own measurements to maintain a congruent
representation of the environment, a problem that can be exacer-
bated by changing environmental conditions. Secondly, each robot
requires an estimate of the team-wide task assignment to use as
allocation model feedback [11].

We present a distributed adaptive macroscopic allocation frame-
work for robot team task assignment in dynamic environments,
shown in Figure 1. The contributions of this work are 1) Incorporat-
ing a communication task into the adaptive macroscopic ensemble
modeling to ensure local data is spread throughout the team help-
ing to more accurately assign team resources. 2) Using a UAV to
provide team-wide assignment estimates for responsive allocation
of robots on the surface monitoring environments like the ocean.
Our results show that our distributed approach performs compa-
rably to centralized macroscopic assignment and supports that a
communication task helps when communication is limited.

2 PRIORWORK & METHOD SUMMARY
Each robot has a local environment model and macroscopic model
extending the centralized solution in [2]. To ensure congruent en-
vironment and team models, we require the team to share data
samples. Distributed approaches for multi-robot coordination often
use highly flexible opportunistic communication strategies [1], e.g,
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(a) No Communication Task (b) Communication Task 1 (c) Communication Task 2

Figure 2: Average results for the distributed adaptive macroscopic task allocation. Each plot contains the centralized macro-
continuous solution to the model (dashed line) and the average population counts over 10 simulation trials (sold line).

robots share data when nearby, or form more structured mobile sen-
sor networks composed of robots [6]. Due to the size and changing
conditions of the environment, opportunistic strategies may leave
some robots isolated for extended periods of time. Likewise, sensor
networks may require a prohibitively large number of robots to
ensure that a continuous mesh can be created between all robots.
An alternative solution is to have a subset of the team dedicated
to a communication task where robots assigned to this task can
focus on effectively sharing data throughout the team [10]. Our
solution expands the solution presented in [2], and introduces a
communication task to the macroscopic ensemble allocation model.

Several different distributed methods have been proposed to esti-
mate the global task assignment in macroscopic ensemble modeling
[8]. These methods assume that all robots performing a task go to
a central task location and that the time between changing task as-
signment will not matter. Consequently, these approaches will not
work in monitoring tasks in dynamic environments since robots
have the potential to be spread throughout the assigned task re-
gions, and the responsiveness of the team assignment is dependent
on having a global team-wide assignment estimate. To address the
problem of team-wide estimates, we employ an unmanned aerial
vehicle (UAV), [7], to provide high level data of the environment
and an estimate of the number of robots executing each task.

3 RESULTS
Given𝑀 = 2 task regions, Environment 1 has sparse information
moving from top to bottom in task region 2. We assume that robots
move faster than the dynamic process of interest and collect a
snapshot of data which includes data from the UAV, local samples
collected, and any communicated measurements. Our proposed
approach introduces a communication task. In this work, robots
performing a communication task have two options: communica-
tion task 1 (Comm 1) has robots switch between task regions and
communication task 2 (Comm 2) has robots form a sensor network.

Figure 2 shows the average task population counts over 10 simu-
lation trials (solid lines, standard deviations are shaded regions) for
each communication method and compare this to an example ideal
centralized model distribution (dashed lines). The centralized model
distribution incorporates all data from the UAV and each member
of the robot team and updates the macroscopic model parameters
at fixed intervals of 25 seconds. Figure 2a shows the no communica-
tion task most often experiences the worst case for our method and
evenly splits the team between the two task regions. This happens

because robots in task region 1 do not come within opportunistic
communication range of robots in task region 2. In Figure 2b and 2c,
the addition of a communication task behavior sees the populations
more closely match the ideal centralized solution.

4 CONCLUSION
We present a distributed adaptive macroscopic allocation method
which assigns robots to regions in the environment based on rel-
ative task region importance. Our top-down approach easily in-
corporates an added communication task to overcome limitations
when communication is restricted throughout the team. Similarly,
an overhead UAV is used to provide coarse environment estimates
and global estimates of the team task assignment which is used
as feedback to the macroscopic model. Our results show similar
performance to centralized adaptive macroscopic allocation.
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