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ABSTRACT
In this paper, we focus on limitations in the use of the Shapley
value within the field of eXplainable AI (XAI) through the lens of
the axiomatic analysis and its implications in the realm of machine
learning. As an alternative to the Shapley value, we analyse the
properties of the lex-cel, a social ranking solution introduced in
the recent literature at the intersection between coalitional games
and social choice theory, showing that axioms characterizing the
lex-cel, under certain circumstances, are more suitable for ranking
features in machine learning models, compared to those satisfied by
the Shapley value. Via experiments conducted on public datasets,
we also show that the lex-cel outperforms a commonly employed
feature selection algorithm based on the Shapley value, in particular
with respect to the capacity of selecting less redundant features.
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1 INTRODUCTION
During the last decade, the Shapley value [16] for coalitional games
has seen considerable success as a method to convert the informa-
tion about the quality of a ML model’s performance (over all possi-
ble subsets of features) into a single-feature numerical attribution
of importance for the model’s prediction [6, 13, 14]. Nevertheless,
some recent studies have raised important concerns about the inter-
pretation of the Shapley value regarding its ability to rank features
based on their relevance in constructing simplified models [7]. In
this paper, we further investigate this issue with a twofold objective:
(1) identifying properties of the Shapley value that seem less suited
for feature selection, and alternative foundational properties more
adapted to provide meaningful rankings of features; (2) using the
new identified axioms for guiding the design of a novel feature
selection method, comparing it with the Shapley value on basic
instances and on more articulated experiments.
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We first explore, on numerical examples, the effects of the ad-
ditivity axiom on feature selection. Then, we identify a possible
alternative to the use of additivity by means of the combination
of other properties borrowed from the theory of social ranking
[4, 8]. To be more specific, a social ranking aims to rank single
elements of a finite set according to their position in a ranking over
coalitions. Thanks to some recent results shown in [1], we argue
that two properties specific for social rankings (namely, Coalitional
Anonymity (CA) and Independence of the Worst Set (IWS) [4]) to-
gether with other properties that are also satisfied by the Shapley
value (namely, Symmetry [16] and Strict Desirability [10, 15]) lead
to a compelling method for feature selection, already known in
the literature of social ranking as lexicographic-excellence (lex-cel
in short [1, 4]; see also [2, 3, 17] for related lexicographic social
rankings). Finally, we provide an experimental analysis showing
that the method based on the lex-cel to construct simplified mod-
els (called the LeXAI method) outperforms the SHAP method on
several data-sets, using the standard approach introduced in [14]
to evaluate the prediction performance of submodels. We argue
that the LeXAI method allows to select sets of features showing a
lower level of correlation than the features selected by the SHAP
method, making it more effective for constructing simplified mod-
els. To address the computational issues of LeXAI, we also discuss
an approximate version based on a limited number of coalitions.

We start in Section 2 with a short introduction to our property-
driven analysis. We continue in Section 3 with a summary of some
experimental results. Section 4 concludes with some future research
directions. A more comprehensive version of this paper can be
obtained from the authors upon request.

2 THE MODEL AND ITS PROPERTIES
An evaluation function (e.f.) on a set 𝑁 of 𝑛 features is a map
𝑣 : 2𝑁 → R assigning to each 𝑆 ∈ 2𝑁 (2𝑁 denotes the set of
all subsets of 𝑁 ), a real number 𝑣 (𝑆) ∈ R. A subset of features
𝑆 ∈ 2𝑁 is also called a coalition and 𝑣 (𝑆) represents the perfor-
mance (measured according to predefined metrics) of the prediction
provided by the ML submodel restricted to features in 𝑆 . Different
approaches to compute an evaluation function 𝑣 have been pro-
posed in the literature (see, for instance, [5, 7, 12] for a discussion
on this topic). In the following, we will denote by E𝑁 the class
of all e.f.s on the set 𝑁 . We define a ranking solution as a func-
tion 𝑅 : E𝑁 → R(𝑁 ) that maps any evaluation function 𝑣 ∈ E𝑁

into a ranking 𝑅𝑣 ∈ R(𝑁 ) on 𝑁 , where R(𝑁 ) denotes the set
of all possible rankings on 𝑁 (a ranking on 𝑁 is a binary rela-
tion in 𝑁 × 𝑁 that is also total and transitive). For any evaluation
function 𝑣 ∈ E𝑁 , define the partition Σ𝑣1, . . . , Σ

𝑣
𝑚 ⊆ 2𝑁 \ {∅} of
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coalitions (i.e., elements of 2𝑁 ) such that the following two con-
ditions hold: (i) 𝑣 (𝑆) = 𝑣 (𝑇 ) for all 𝑆,𝑇 ∈ Σ𝑣

𝑘
with 𝑘 ∈ {1, . . . ,𝑚};

(ii) 𝑣 (𝑆) > 𝑣 (𝑇 ) for all 𝑆,𝑇 ∈ 2𝑁 with 𝑆 ∈ Σ𝑣
ℎ
,𝑇 ∈ Σ𝑣

𝑘
and ℎ, 𝑘 ∈

{1, . . . ,𝑚} such that ℎ < 𝑘 . Since the coalitions in the partition’s
elements Σ𝑣1, . . . , Σ

𝑣
𝑚 are arranged in descending order according

to 𝑣 we will also write Σ𝑣1 > . . . > Σ𝑣𝑚 . We denote by 𝑖𝑣
𝑘
the num-

ber of sets in Σ𝑣
𝑘
that contain the element 𝑖 , with 𝑘 = 1, . . . ,𝑚.

Let 𝜽 𝑣 (𝑖) be the 𝑚-dimensional vector 𝜽 𝑣 (𝑖) = (𝑖𝑣1 , . . . , 𝑖
𝑣
𝑚) asso-

ciated with 𝑣 . The lexicgraphic excellence (lex-cel) [4] is the map
𝑅𝑙𝑒 : E𝑁 → R(𝑁 ) such that

𝑖 𝑅𝑣
𝑙𝑒

𝑗 ⇔ 𝜽 𝑣 (𝑖) ≥𝐿 𝜽 𝑣 ( 𝑗)
for any 𝑣 ∈ E𝑁 and 𝑖, 𝑗 ∈ 𝑁 , where ≥𝐿 is the lexicographic order
among vectors. Consider, for instance, the following e.f. 𝑣 ∈ E𝑁

similar to the one in Example 11 of [7], with 𝑁 = {1, 2, 3} and
such that 𝑣 (1, 2, 3) = 𝑣 (1, 2) = 𝑣 (1, 3) = 10, 𝑣 (2, 3) = 𝑣 (2) = 𝑣 (3) =
7, 𝑣 (1) = 𝑣 (∅) = 0. The evaluation function 𝑣 can be seen as the
result of an ML model applied to a dataset where features 2 and 3
are strongly correlated. The redundancy between 2 and 3, together
with the criticality of 1 in reaching the best prediction with at least
one of the other two features, advocates in favor of the decision
of ranking feature 1 above features 2 or 3. In fact, the only way
to obtain the best evaluation 10 with a smallest set of features is
via the selection of either 1 and 2 together, or 1 and 3 together.
Moreover, considering that 2 and 3 cannot be distinguished in a
ranking because of their symmetry, the unique ranking of features
that put forward one of these two best sets of features, is the one
where 1 is the top feature. This ranking is precisely the one provided
by the lex-cel, according to the lexicographic comparison of vectors
𝜃 𝑣 (1) = (3, 0, 1), 𝜃 𝑣 (2) = 𝜃 𝑣 (3) = (2, 2, 0). One can check that the
Shapley value of 𝑣 yields the opposite ranking where 2 or 3 have
the highest rank.

We study four properties for ranking solutions:
• Symmetry [16]: if two features 𝑖 and 𝑗 are “perfect substitutes”, in
the sense that for all coalitions 𝑆 ∈ 2𝑁 \{𝑖, 𝑗 } we have 𝑣 (𝑆 ∪ {𝑖}) =
𝑣 (𝑆 ∪ { 𝑗}), then 𝑖 and 𝑗 should be ranked indifferent.
• Strict desirability [10, 15]: if feature 𝑖 performs systematically
not worse than a feature 𝑗 , in the sense that for all coalitions
𝑆 ∈ 2𝑁 \{𝑖, 𝑗 } we have 𝑣 (𝑆 ∪ {𝑖}) ≥ 𝑣 (𝑆 ∪ { 𝑗}), and there exists
𝑇 ∈ 2𝑁 \{𝑖, 𝑗 } with 𝑣 (𝑇 ∪ {𝑖}) > 𝑣 (𝑇 ∪ { 𝑗}), i.e. the features in the
submodel on 𝑇 together with 𝑖 have a strictly better prediction
performance than the submodel on𝑇 together with 𝑗 , then 𝑖 should
be ranked strictly better than 𝑗 .
• Coalitional anonymity [4]: when comparing two features 𝑖 and 𝑗 ,
a ranking solution must focus on the (ordinal) position of coalitions
containing only one of them (and not those containing both 𝑖 and
𝑗 , or neither of them); moreover, as the number of selected features
is not imposed a priori, a solution should not pay attention to the
size of coalitions containing those features.
• Independence from the worst set [4]: suppose that, according to
a ranking solution, a feature 𝑖 is declared strictly better than 𝑗 on
an e.f. 𝑣 ∈ E𝑁 . Take a another e.f. 𝑣 ′ ∈ E𝑁 obtained from 𝑣 by
partitioning the elements of the worst class Σ𝑣𝑚 . Then 𝑖 should be
declared strictly better than 𝑗 also in 𝑣 ′.

Based on an analogous result in the ordinal framework of social
ranking studied in [1], we have shown that𝑅𝑙𝑒 is the unique ranking
solution fulfilling properties (1), (2), (3) and (4).

3 COMPUTATIONAL EXPERIMENTS
To analyze the performance of LeXAI (the feature selection method
based on lex-cel) against SHAP [14], we computed the average error
of both methods to select the 𝑘 most relevant features for each
possible 𝑘 as follows. First, for each point in a dataset, we computed
an order on the features according to both approaches. Then, given
a number 𝑘 , we evaluated the performance of each approach by
averaging the 𝐹1-score or the mean square error, depending if the
problem is either a classification or regression task, respectively.
This error was averaged on the prediction of 1000 perturbations
of every point in the dataset where the 𝑘 most important features
according to each approach remained unchanged. We observed that
LeXAI outperforms SHAP in the vast majority of the experiments
we carried out, and in particular for regressions tasks. We also
noticed that LeXAI is at least as good as SHAP for small number of
𝑘 features; however, for lqrger 𝑘 , LeXAI consistently outperforms
SHAP in terms of prediction performance.

In terms of computation time, LeXAI usually performs signifi-
cantly faster than SHAP for relatively small 𝑘 (< 15). The time per-
formances of LeXAI, however, seem to decrease significantly when
the number of features is larger. This is probably due to the fact that
our approach enumerates all the coalitions, while the Kernel-SHAP
method estimates features’ attributions based on a limited sample
of coalitions [11]. Therefore, we adopted a heuristic approach ap-
proximating the LeXAI that only requires considering coalitions of
size |𝑁 | − 1, with the objective to approximate the LeXAI linearly
with the number of individuals. Furthermore, the approximation
(referred to as LeXAI approx) assigns to each feature 𝑖 ∈ 𝑁 and ev-
ery e.f. 𝑣 ∈ E𝑁 the value �̄�𝑖 (𝑣) = 𝑀𝑖 (𝑣)+ 1

|𝑁 | (𝑣 (𝑁 )−∑𝑖∈𝑁 𝑀𝑖 (𝑣)),
where where𝑀𝑖 (𝑣) = 𝑣 (𝑁 ) − 𝑣 (𝑁 \ {𝑖}) is the marginal index [9].
This value can be interpreted as a numerical representation of fea-
tures’ importance, similar to the importance evaluation provided
by the Shapley value. Although the LeXAI approx does not achieve
the same level of performance as LeXAI, we observed it still outper-
forms SHAP. We also proved that LeXAI approx coincides with the
exact LeXAI when coalitions of size |𝑁 | − 1 have distinct values,
and the evaluation function 𝑣 is monotonic w.r.t. set inclusion.

4 FUTUREWORK
In this paper we have proposed and studied the LeXAI method for
feature selection and we have compared it with the SHAP method.
We have shown that LeXAI outperforms SHAP both on an ax-
iomatic basis and from an experimental perspective. Looking for a
compelling numerical representation of a ranking provided by the
lex-cel which could help to measure the explanation power of each
feature, is an interesting direction for future research, that we are
currently exploring.

We are also exploring more sophisticated approximation strate-
gies, such as iterative procedures that elicit the lex-cel ranking tak-
ing advantage, at each step of the iteration, of the partial ranking
elicited at previous steps (so, filtering out uninformative coalitions
at each step).
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