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ABSTRACT
The rising interest in sports analysis has led to many studies from
various perspectives, such as strategic insights and behavior pre-
diction. In the rapid tactic nature of turn-based sports, badminton
stands out as a compelling example of a game requiring players
to make strategy-oriented decisions. Exiting planning works fail
to capture its complex decision-making dynamics, particularly in
balancing long-term strategy execution with immediate scoring
opportunities in a turn-based setting. In this work, we propose
RallyDiffuser, an innovative representation-guided diffusion model
for strategic planning in badminton. We build a strategy latent
space through representation learning that captures the variations
in player strategies executed during rallies, and it identifies strate-
gic anchors that guide agents in balancing long-term strategic ob-
jectives with short-term scoring opportunities. Our experiments
demonstrate that RallyDiffuser outperforms existing planningmeth-
ods, emerging as the only approach that achieves improved win
rates across all strategies.
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1 INTRODUCTION
In recent years, with the widespread availability of player tracking
data, the field of athlete performance enhancement has witnessed
significant advancements, such as deep imitation learning in foot-
ball [7] and Markov Decision Processes [10] in tennis Liu et al. [8]
to simulate team dynamics, optimize play strategies, and improve
win probabilities by analyzing complex decision-making patterns.

In this paper, we focus on badminton, a fast-paced turn-based
sport. Due to the turn-based nature of the badminton game, a
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player’s state is influenced by the opponent’s actions. This interde-
pendence requires that players switch their long-term badminton
strategies to capitalize on short-term scoring opportunities arising
from opponent mistakes, thus maximizing their chances of winning,
which has not been addressed in prior works. This paper aims to
maximize winning chances in badminton by identifying when to
maintain long-term strategies and when to seize short-term scoring
opportunities. This insight helps players and coaches refine their
approach and improve their future performance.

2 BACKGROUND AND RELATEDWORK
To generate the highest win-rate behaviors (i.e., the content of the
rally) based on specified badminton strategies, we formulate it as a
planning task and Use the most comprehensive publicly available
badminton singles match dataset, ShuttleSet [12]. To utilize the
dataset in planning work, we want the decision-making process
in badminton games formulated in the Markov Decision Process
(MDP) [10], defined by the tuple ⟨S,A, PT , R, 𝛾⟩. One potential solu-
tion is the offline reinforcement learning (RL) model [6, 13], which
has been successfully used for optimization from offline data across
various domains, including treatment Optimization [9] and robot
manipulation [2, 4]. Recent offline RL approaches using diffusion
models [1, 5] address the issues of error accumulation and sparse
rewards. They achieve this by focusing on trajectory planning with
long-term reward accumulation.

Our method improves upon the diffusion-based method by intro-
ducing a novel representation-guided diffusion model framework
to improve the win rate within the specific strategy. We propose
a strategy latent space learned from the ratings of badminton and
scoring strategies to tackle the strategy-opportunity trade-off and
increases win rates by an average of 6.46% at the set level across
different strategies.

3 METHOD
Figure 1.a illustrates an overview of the proposed RallyDiffuser
framework, which consists of the following three stages. Diffuser
Training Stage: Learn the player behavior across multimodal ac-
tion distribution using the denoising diffusion process.We represent
the current state-action pair with future states and actions into the
two-dimensional array 𝝉 . Diffuser subsequently parameterizes a
learned gradient 𝜖𝜃 for the trajectory denoising procedure. The loss
function is given by:

L(𝜃 ) = E𝑖,𝜖,𝝉0
[
∥𝜖 − 𝜖𝜃 (𝝉𝑖 ,𝐶𝑟

𝑡 , 𝑖)∥2
]
, (1)
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Figure 1: a. The framework of RallyDiffuser. b. The landing distributions guided by the different badminton strategies.

where 𝜖 ∼ N(0, 𝑰 ) denotes the noise target, 𝑖 ∼ U{1, 2, . . . , 𝑁 }
means the diffusion step, 𝐶𝑟

𝑡 is the embedd feature, and 𝝉𝑖 is the
trajectory 𝝉0 corrupted with noise 𝜖 .

Strategy Latent Space Construction Stage: Leverage repre-
sentation learning with ratings for long-term badminton strategies
(𝑅𝐵) and short-term scoring strategies (𝑅𝑆) to create a latent space
where both can coexist. According to the two kind of rating, we can
sample the pairs of (𝝉+,𝝉−) required for each badminton strategy.
For the specific anchor of the strategy, 𝝉 with the higher rating of
the strategy is viewed as the positive sample 𝝉+ while the other
one is the negative sample 𝝉− . The loss L𝑅𝐵 and L𝑅𝑆 encourages
the models respectively to map the representations with the high
rating of the strategy 𝑍𝝉+ and the anchor 𝑍𝑏 or 𝑍𝑠𝑐𝑜 closer to each
other, while the anchors in different badminton strategies keep
away from each other:

L𝑅𝑋 = E
[
max(𝑑 (𝑍𝝉+ , 𝑍𝑋 ) − 𝑑 (𝑍𝝉− , 𝑍𝑋 ) + 𝛿𝑅𝑋 , 0)

]
, (2)

where 𝑑 (·) is the distance function, 𝑋 means badminton strategy
or scoring strategy, and 𝛿𝑅𝑋 is a constant that separates the repre-
sentation into different strategies.

Representation-Guidance Planning Stage: Utilize the anchor
representations from the strategy latent space to guide decision-
making, balancing long-term and short-term strategies during the
game. With the trajectory representation 𝑍𝜏 and the optimal an-
chors 𝑍𝑎𝑛𝑐ℎ𝑜𝑟 in strategy latent space, the condition sampling can
be written as:

𝑝𝜃 (𝝉𝑖−1 | 𝝉𝑖 ,O1:𝑇 ) ≈ N (𝜇 − 𝛼Σ∇𝜏 | |𝑍𝑎𝑛𝑐ℎ𝑜𝑟 − 𝑍𝝉 | |22, Σ
𝑖 ), (3)

where O1:𝑇 means the expected event, 𝛼 is a restricted scalar of
the guidance. Benefiting from the strategy latent space, we select
a distance threshold 𝑑 . When | |𝑍𝑠𝑐𝑜 − 𝑍𝝉 | |2 < 𝑑 , it considers that
the player in the current state is likely to score the rally. At this
point, the execution of the badminton strategy should be halted,
and actions to score the rally should be undertaken instead. The

Table 1: Quantitative results. The objective is to improve the
set-level win rate (SWR) under the limitation that the SCR
has to be larger than the ImitationDiffuser. For each metric,
the best result is highlighted in boldface, while the second-
best result is underlined.

All-out Attack w/ Scoring Push and Pull w/ Scoring

Model SWR (↑) SCR (↑) SWR (↑) SCR (↑)

ImitateDiffuser 48.06 36.82 48.06 40.95

IQL 45.54 -5.77 38.00 +19.97
DT 70.83 +31.12 71.13 -9.12

PEDA 36.00 +32.01 44.79 +5.88
DD 42.42 -1.81 37.76 +19.63

Diffuser 64.65 +3.33 74.75 -7.12
RallyDiffuser 81.25 +1.95 57.29 +7.33

flexibility helps RallyDiffuser catch the scoring moment within the
long-term badminton strategy.

3.1 Experiment and Conclusion
To demonstrate that RallyDiffuser improves the win rate under
each badminton strategy, we compare it to the potential solutions,
including IQL [6], DT [3], DD[1], Diffuser [5], and PEDA [14], con-
ducted on the CoachAI badminton environment [11]. RallyDiffuser
achieves great improvement for both the All-out Attack and Push &
Pull strategies. On average, it reaches 68.05% in SWR, which respec-
tively outperforms the second-best results of 6.46%. This approach
maintains the long-term objective of badminton strategy execution
while simultaneously addressing the short-term goal of scoring ral-
lies. What’s more, Figure 1.b shows the simulated distributions of
the landing position, RallyDiffuser accurately capturing the landing
distribution of all the strategies. Its capacity to provide strategic
insights, aiding coaches and players in designing effective training
and match plans. The quantitative evaluation demonstrates that
RallyDiffuser outperforms existing planning methods and has the
potential for sports analytics.
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