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Abstract
Eye movement signals, as physiological signals that are resistant
to interference and closely related to emotions, have been widely
applied in multimodal emotion recognition research. However, ex-
isting studies often focus on directly utilizing eye movement sig-
nals for emotion recognition, with few exploring the interaction
between different video stimuli and eye movement signals from
the perspective of Human-Computer Interaction (HCI). Research in
cognitive neuroscience has revealed that eye movement signals are
not only directly influenced by physical visual information such
as light and brightness during observation but also by high-level
visual features resulting from top-down cognitive processing of the
stimulus materials in the brain. The sequential stimulation of these
two types of visual features both affects eye movement signals and
reflects the corresponding emotional states through these signals.
Inspired by these findings, this study designs a hierarchical atten-
tion mechanism-based emotion recognition framework(HAMER)
to simulate the process by which eye movement signals respond to
stimuli, enabling interaction between video information and phys-
iological signals in HCI. The framework demonstrates excellent
performance on two emotion recognition datasets, VLMED and
MAHNOB-HCI, which contain eye movement signals and video
information, providing innovative perspectives and empirical sup-
port for emotion recognition based on physiological signals and
video information in the field of HCI.
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1 Introduction
In Human–Computer Interaction (HCI), timely and accurate emo-
tion recognition enables intelligent systems to deliver more intel-
ligent and personalized responses based on the user’s emotional
state.Eye movement signals, as non-invasive physiological signals,
have emerged as a crucial modality in emotion recognition due to
their resistance to environmental noise andminimal interference[9].
Studies have demonstrated that eye movement signals, including
fixations, saccades, blinks, and pupil size, are indicative of the user’s
emotional state[11].

Figure 1: The process by which the brain processes different
visual information and stimulates eye movement signals

Research in cognitive neuroscience and related fields has con-
firmed that eye movement signals are not only directly influenced
by physical visual information, such as light and brightness, during
observation, but also by cognitive features resulting from top-down
cognitive processing in the brain.[6–8]. Figure 1 illustrates the pro-
cess through which the brain processes visual information in differ-
ent level and stimulates eye movements. After visual information
enters the brain through the retina, in the first stage, physical vi-
sual information such as color, brightness, and saturation is directly
processed in the primary visual cortex (V1). The processed physical
visual features are then transmitted to the superior colliculus (a
key structure in the brain responsible for processing visual infor-
mation and controlling eye movements), which directly stimulates
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the oculomotor nerves and influences the eye movement signals.
In the second stage, high-level visual information undergoes cogni-
tive processing in the prefrontal cortex and is then returned to the
superior colliculus through a feedback mechanism, modulating the
eye movement signals.

Studies have shown that the processing of primary visual infor-
mation(i.e., the physical visual information in this paper) in the
brain’s primary visual cortex is completed almost instantaneously,
very quickly and briefly[3, 5], while the cognitive processing of
high-level visual brain regions takes several hundred milliseconds
to a few seconds to complete[13]. Therefore, the direct stimulation
of the oculomotor nerves by physical visual information and the
modulation of the oculomotor nerves by high-level visual infor-
mation after cognitive processing in the brain is a sequential and
continuously iterative process.In the scenario of watching a video,
the physical visual features of the video, such as color, light, and
brightness, directly affect eye movement characteristics, while the
semantic information in the video undergoes cognitive processing
in the brain and then influences the eye movement behavior.

Inspired by the results of the above cognitive neuroscience re-
search, this study integrates physical and cognitive stimuli to pro-
pose a hierarchical attentionmechanism-based emotion recognition
framework(HAMER) .The framework uses video frame information
such as brightness, color, and saturation to simulate the physical
visual features that stimulate eye movement signals, and utilizes
the picture description of the video frame to simulate high-level
cognitive features formed in the brain through cognitive process-
ing.By sequentially capturing the effects of physical and cognitive
features on eye movement signals, the framework simulates the
process of eye movement signal response to stimuli, facilitating
Human–Computer Interaction (HCI) between video information
and physiological signals. Ultimately, the model achieves accurate
emotion classification of the participants.

2 PREVIOUS WORK
Physiological signals can objectively reflect the emotional state of
the subject without being easily controlled or disguised by subjec-
tive awareness. Therefore, many emotion recognition studies have
focused on recognizing the emotional state of subjects by integrat-
ing different physiological signals. For example, Tao et al.[12]used
video stream sequences to capture facial expressions and eye move-
ment data as bimodal inputs into a data flow framework. Fu et
al.[4] proposed a cross-modal guiding neural network for electroen-
cephalogram (EEG) and eye movement signals, using EEG features
to guide eye movement feature extraction. Zhao et al.[16] intro-
duced a gradient neural network (DGNN) model that integrates eye
movement and EEG signals. These studies achieved good results in
emotion recognition accuracy. However, these works were limited
to considering only the participants’ physiological signals, neglect-
ing the influence of the stimulus materials on the participants dur-
ing the emotion generation process. Therefore, they did not achieve
Human–Computer Interaction (HCI) between video information
and physiological signals, which limited the effectiveness of the
models. Additionally, emotional expression and interpretation often
depend on specific social and situational contexts, and interpreting
physiological signals out of context may lead to misinterpretation
[2].

Therefore, another line of research (our earlier work) attempted
to combine video information with physiological signals. Ye et
al.[14], for example, introduced video information such as bright-
ness, emotional induction time, and video click rate into the phys-
iological signals, achieving good results across multiple datasets
and demonstrating that video information also impacts learners.
Bao et al. [1, 10] analyzed the impact of stimulus materials on the
subjects by calculating the pixel change rate of each frame and
MFCC coefficients as audiovisual features of the stimuli. However,
these works only directly fused video information with physiolog-
ical signals, without considering the deep interrelation between
video information and physiological signals during modality fusion.
Therefore, this paper proposes an emotion recognition model that
integrates different video information and eye movement signals,
aiming to perform modality fusion from the perspective of Hu-
man–Computer Interaction (HCI), making the model more aligned
with the interactive process between various video information and
eye movement signals in real-world scenarios.

3 CURRENTWORK
To simulate the sequential and continuous physical and cognitive
stimulus process of video content on eye movement signals, we
extracted video frame information such as brightness, hue, and sat-
uration as the physical visual features perceived by the participants.
Meanwhile, we employed the Zhang’s method[15] to obtain video
frame description information as the cognitive features formed in
the participants’ brain after cognitive processing. We then used
LSTM to extract the temporal features of eye movement signals
and physical visual features. Finally, we designed a hierarchical
attention mechanism that sequentially extracts the stimulus ef-
fects of primary physical visual features and high-level cognitive
features on eye movement signals, retaining the results of each ex-
traction for input into the next layer of the framework. The model
achieved good performance on the VLMED and MAHNOB-HCI
public datasets.

4 FUTUREWORK
The feedback mechanisms in the nervous system are much more
complex than described in this paper, and there are many other
factors that influence physiological signals, such as prior knowledge.
Therefore, in future work, we will also consider individual prior
knowledge to provide a more accurate and complete description
of the process. Additionally, changes in scene lighting (or display
modes in the video, such as images with prominent visual features)
can also affect saccade patterns and pupil size variations,which have
not been considered in this study.As a result,in future work,we
will need to preprocess and remove lighting effects to mitigate
this issue.Lastly,the current experiment lacks a sufficient number
of videos in the two datasets, the effectiveness of the model in
more complex scenes and datasets with a greater number of videos
remains uncertain. Hence, in future work, we will validate our
findings on more complex datasets.
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