
RainbowArena: A Multi-Agent Toolkit for Reinforcement
Learning and Large Language Models in Competitive Tabletop

Games
Extended Abstract

Yingzhuo Liu
Beijing University of Posts and

Telecommunications
Beijing, China

liuyingzhuo86@bupt.edu.cn

Shuodi Liu
Beijing University of Posts and

Telecommunications
Beijing, China

liushuodi@bupt.edu.cn

Hongsong Tang
Beijing University of Posts and

Telecommunications
Beijing, China

ths@bupt.edu.cn

Yubing Ma
Beijing University of Posts and

Telecommunications
Beijing, China

mayubing@bupt.edu.cn

Zikang Li
Beijing University of Posts and

Telecommunications
Beijing, China

zikangli@bupt.edu.cn

Junge Zhang
Institute of Automation, Chinese

Academy of Sciences
Beijing, China

jgzhang@nlpr.ia.ac.cn

Liuyu Xiang
Beijing University of Posts and

Telecommunications
Beijing, China

xiangly@bupt.edu.cn

Zhaofeng He
Beijing University of Posts and

Telecommunications
Beijing, China

zhaofenghe@bupt.edu.cn

ABSTRACT
Tabletop games have gained little to no attention, despite offering
a range of unique challenges compared to card or board games. We
introduce RainbowArena, an open-source toolkit for reinforcement
learning and large language models in competitive tabletop games.
The goal of RainbowArena is to provide a unified, scalable platform
that supports both Reinforcement Learning (RL) and Large Lan-
guage Models (LLM), and push forward the research in tabletop
games. RainbowArena consists of three modules: game, agent and
evaluation. We design unified components and interfaces for vari-
ous tabletop games. To better integrate with game environments,
we devise an efficient self-play framework for RL agents, and a
standardized prompt structure for LLM agents. Additionally, agents
of all types can be evaluated within the evaluation framework. Fi-
nally, we evaluate various types of agents across different games
and analyze the runtime efficiency for each game.
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1 INTRODUCTION

Table 1: Comparisons between RainbowArena and others

Features RLCard PyTAG Openspiel LLMArena Ours

1 Multiplayer ✓ ✓ ✓

2 Lightweight &
Customizable ✓ ✓

3 RL agents ✓ ✓ ✓ ✓

4 Self-play ✓ ✓

5 LLM agents ✓ ✓

6 Agent ranking ✓ ✓ ✓

Reinforcement learning (RL) [14, 18] and large language models
(LLMs) [9, 16] have made remarkable progress across various do-
mains, demonstrating their potential as powerful agents. However,
tabletop games [5], despite offering a rich and complex environment
for agents, have received relatively little attention in comparison to
traditional board or card games such as Go [14] and Doudizhu [18].

By analyzing existing toolkits for board, card and tabletop games
[1, 10, 17], we identify four key issues that need to be addressed:
(1) Most research focuses on board or card games [14, 18], rather
than tabletop games, mainly due to the lack of toolkits offering a
unified interface for such games. (2) Recent success in tackling two-
player games [15] has outpaced progress in n-player games [12].
One contributing factor to this issue is the lack of a lightweight,
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easy-to-use, and customizable environment for multiplayer games.
Although Openspiel [10] supports some multiplayer environments,
it lacks the simplicity and user-friendliness that would facilitate
broader use. Furthermore, certain game environments in Openspiel
and PyTAG [1] are not implemented in Python, making customiza-
tion challenging. (3) Game toolkits should facilitate the integration
of RL agents, but training against solely fixed opponents limits their
potential. Thus, self-play training is crucial to maximize agent per-
formance. Additionally, LLM agents are capable of making decisions
like RL agents, suggesting that game toolkits should support LLM
agent integration as well. However, most existing toolkits either
support only RL agents (e.g., RLCard [17], PyTAG, Openspiel) or
only LLM agents (e.g., LLMArena [3]), with few toolkits supporting
self-play training (e.g., Openspiel). Therefore, developing a table-
top game toolkit that supports both RL and LLM agents, as well as
self-play training, is another critical challenge. (4) After training
multiple agents, the next challenge is how to evaluate their capabili-
ties. However, many toolkits only focus on evaluating head-to-head
performance between two agents (e.g., RLCard, PyTAG).

To tackle the issues outlined above, we introduce RainbowArena,
a toolkit for tabletop games that supports both RL and LLM agents.
It provides a workflow from game construction to agent integration
and learning, and then to agent evaluation. A comparison between
our toolkit and other existing toolkits is presented in Table 1.

2 METHOD
RainbowArena consists of three main components: the game mod-
ule, agent module, and evaluation module.

In the game module, we focus on tabletop games that are compet-
itive, symmetric, adaptable to varying player numbers, and easy to
model. Ultimately, six games with different levels of complexity and
rules are selected: "Splendor", "Ticket to Ride", "Lama", "Gongzhu",
"Wizard", and "Papayoo", most of which support multiplayer game-
play. We create a unified simulation environment and environment
interface for all the selected games. Users can adjust game settings
within the simulation environment submodule and customize ob-
servation representation, action encoding, and reward design in
the environment interface submodule.

In the agent module, we implement two submodules: one for RL
agents and the other for LLM agents. To enable self-play training for
RL agents, a unified self-play framework is devised to support both
two-player and multiplayer zero-sum games. This framework con-
sists of three key components [2]: game simulation, meta-strategy
solver, and best response. It is compatible with common self-play
methods such as vanilla self-play [13], fictitious self-play [7], and
policy space response oracles (PSRO) [11], with RL integrated as
the best response solver. To accelerate the game simulation, an
efficient meta-payoff matrix construction method is introduced,
leveraging the properties of extensive-form games [7] and parallel
computing frameworks. Users can extend this self-play framework
with new self-play and RL methods to continually optimize agent
performance. In the LLM agent submodule, we design a unified
prompt structure comprising three components: system prompt,
observation prompt, and action prompt, each tailored to the spe-
cific characteristics of the tabletop games. The structured approach
allows users to easily integrate a variety of LLMs.

In the evaluation module, to mitigate the impact of randomness
in tabletop games, we first construct a meta-payoff matrix based
on the participating agents, representing the outcomes of different
agent combinations. Based on the results from the meta-payoff ma-
trix, three evaluation methods are implemented: Elo [6], TrueSkill
[8], and Nash Clustering [4].

3 EXPERIMENTS

Table 2: The evaluation results of four types of agents

RL w/. SP RL w/o. SP LLM Random

Splendor 17.28(1) 10.71(2) -3.44(4) 3.45(3)
Ticket to Ride 17.76(1) 4.64(3) 9.90(2) -3.38(4)
Lama 23.72(1) 15.11(2) 11.88(3) -1.61(4)
Gongzhu 23.20(1) 20.77(2) 11.06(3) 8.83(4)
Papayoo 22.65(1) 18.34(2) 14.98(3) 9.46(4)
Wizard 28.23(1) 11.29(3) 19.98(2) -2.01(4)

Ranking(Avg.) 1.00 2.33 2.83 3.83

RainbowArena supports comparisons not only between the same
type but also between different types of agents. As shown in Table
2, the RL agents enhanced with self-play training significantly
outperform the other three agents across all games, highlighting
that self-play training effectively enhances the capabilities of RL
agents. Although LLM agents underperform RL agents in most
games, they achieve comparable or even better results in some
games (possibly due to the prior knowledge embedded in LLM
agents). This indicates that although LLM agents have already
excelled in many tasks, the complexity of tabletop games leaves
significant room for further optimization of LLM agents.

Table 3: The runtime (seconds) of the baseline simulation
method with our proposed accelerated method

Baseline Ours(×2) Ours(×8)
Splendor 570.66 164.20 59.26
Ticket to Ride 56.30 19.45 10.62
Lama 130.99 28.18 13.49
Gongzhu 284.81 44.50 20.16
Papayoo 626.92 93.80 36.73
Wizard 130.99 28.18 13.49

The runtime of the baseline game simulation method and our
proposed accelerated method (utilizing 2 or 8 processes) for the
game simulation in each game is shown in Table 3. Each result
in the table represents the average of three runs with different
random seeds. As shown in the table, our method substantially
enhances game simulation efficiency. Additionally, when sufficient
computational resources are available, increasing the number of
parallel processes further boosts performance.
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