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ABSTRACT
We explore the use of Artificial Potential Fields (APFs) to solve
Lifelong Multi-Agent Path Finding (LMAPF) problems. In LMAPF, a
team of agents must move to their goal locations without collisions,
and new goals are generated upon arrival. We propose methods
for incorporating APFs in a range of LMAPF algorithms, including
Prioritized Planning and MAPF-LNS2. Experimental results show
that using APF yields up to a 7-fold increase in overall system
throughput for LMAPF.
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1 INTRODUCTION
Artificial Potential Fields (APFs) [4] is a physics-inspired approach
for the deployment of mobile agents in an environment with ob-
stacles. Typically, obstacles and other agents exert repulsive forces
while the goal applies an attractive force [5]. APFs have been used
to solve many motion planning problems [2, 3, 10], with successful
applications in obstacle avoidance of an unmanned aircraft [16], col-
lision avoidance systems for automated vehicles [21] and more [10].
In this work, we explore howAPFs can be used to solve Multi-Agent
Pathfinding (MAPF) problems.

MAPF and lifelongMAPF (LMAPF) are the problems of finding
a set of paths for a group of agents such that if each agent follows
its path, it ends up in its goal location without colliding with any
other agent [19]. LMAPF is an online MAPF [20] variant in which
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an agent receives a new goal whenever it reaches its current goal
location. Instances of MAPF exist in many fields [1, 9, 12, 17, 22].
When solving LMAPF, congested areas tend to become more and
more congested over time, resulting in a decrease in overall system
efficiency. Using APFs is a natural approach to encourage agents to
avoid such areas, adding repulsion forces not only to avoid obstacles
but also to avoid the paths of other agents. We explored the use of
APFs within existing MAPF solvers. We consider using single-agent
pathfinding algorithms to plan for individual agents under different
types of constraints. Temporal A∗ (TA∗) [18] and SIPPS [7] are the
most prevalent examples of such algorithms. We propose modified
versions of these algorithms, called TA∗+APF and SIPPS+APF, that
change the cost of agents’ actions to take into consideration the
APFs created by other agents who have already planned their paths.

We evaluated our approaches experimentally on a range of stan-
dard MAPF benchmark problems. The results show that our APF-
augmented algorithms are very effective when solving LMAPF,
yielding up to a 7-fold increase in overall system throughput.

2 DEFINITION AND BACKGROUND
A classical MAPF problem is defined by a tuple ⟨𝑘,𝐺, 𝑠, 𝑔⟩ where 𝑘 is
the number of agents,𝐺 = (𝑉 , 𝐸) represents an undirected graph, 𝑠
and 𝑔 map an agent to its start and goal vertices. In every time-step,
each agent occupies a single vertex and performs a single action,
which is a function 𝑎 : 𝑉 → 𝑉 such that 𝑎(𝑣) = 𝑣 ′. A single-agent
path for agent 𝑎𝑖 , denoted 𝜋𝑖 , is a sequence of actions 𝜋𝑖 that is
applicable starting from 𝑠𝑖 and ends up in𝑔𝑖 . A solution to aMAPF is
a set of single-agent paths 𝜋 = {𝜋1, . . . , 𝜋𝑘 }, one per agent, that do
not conflict, meaning no two agents switch their locations or occupy
the same vertex at the same time. Lifelong MAPF (LMAPF) [6] is
an important type of online MAPF [20], where agents continuously
receive new tasks from a task assigned. The efficiency of LMAPF
algorithms is usually measured by the overall system throughput
achieved when using them, which is measured by the number of
tasks fulfilled in a given period of time [8, 11].

3 TEMPORAL A∗ WITH APFS
We propose to use APFs in TA∗ such that the resulting path not
only avoids collisions with the paths of other agents (which is a
hard constraint) but also attempts to keep distance from them by
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considering the repulsion of their APFs. We refer to our TA∗ variant
as Temporal A∗ with APFs (TA∗+APF).

To bias the resulting path to keep distance from these paths,
TA∗+APF creates for every path 𝜋𝑖 ∈ {𝜋1, . . . , 𝜋𝑘 ′ } a repulsion APF
function 𝐴𝑃𝐹𝑖 that maps every location-time pair (𝑣, 𝑡) to a real
number representing the added penalty incurred by planning to
occupy 𝑣 at time 𝑡 . The APF induced by agent 𝑎𝑖 on location 𝑣 and
time 𝑡 is computed as follows:

𝐴𝑃𝐹𝑖 (𝑣, 𝑡) =
{
0 if 𝑑 (𝑣, 𝜋𝑖 [𝑡]) ≥ 𝑑𝑚𝑎𝑥

𝑤 · 𝛾−𝑑 (𝑣,𝜋𝑖 [𝑡 ] ) otherwise
(1)

where 𝑑𝑚𝑎𝑥 , 𝛾 , and𝑤 are predefined parameters and 𝑑 (𝑣, 𝑡, 𝜋𝑖 [𝑡])
is the minimal distance between 𝑣 and 𝜋𝑖 [𝑡]. The 𝑤 parameter
controls the strength of the repulsion, 𝛾 controls the rate of decay,
i.e., how fast its intensity of the repulsion declines while moving
away from its source, and 𝑑𝑚𝑎𝑥 defines how far away from 𝑣𝑖 the
repulsion affects the cost. To aggregate all the APFs we used a
simple sum. That is, the APF cost of moving into location 𝑣 at time
is

𝑐𝑜𝑠𝑡𝐴𝑃𝐹 (𝑣, 𝑡) =
∑︁

𝑖∈{1,...,𝑘 ′ }
𝐴𝑃𝐹𝑖 (𝑣, 𝑡) (2)

We chose to use our APF-inspired cost function when computing
the 𝑔 value of a search node, as follows. Let 𝑐𝑜𝑠𝑡 (𝑝𝑎𝑟𝑒𝑛𝑡, 𝑛) be the
cost of moving the agent from 𝑝𝑎𝑟𝑒𝑛𝑡 to𝑛, and let (𝑣, 𝑡) be the vertex
and time-step that node 𝑛 represents. In TA∗+APF we compute the
𝑔(𝑛) as follows:

𝑔(𝑛) = 𝑔(𝑝𝑎𝑟𝑒𝑛𝑡) + 𝑐𝑜𝑠𝑡 (𝑝𝑎𝑟𝑒𝑛𝑡, 𝑛) + 𝑐𝑜𝑠𝑡𝐴𝑃𝐹 (𝑣, 𝑡) (3)

TA∗+APF runs TA∗ according to 𝑓 (𝑛) = 𝑔(𝑛) + ℎ(𝑛), using this
modified 𝑔(𝑛) function.

4 SIPPS WITH APFS
A more recent state-of-the-art low-level solver in multiple MAPF
algorithms is SIPPS [7]. First, SIPPS sorts the open list according
to 𝑐 (𝑛), which tracks the number of soft collisions (violated soft
constraints caused by a collision with another path). Then, the
secondary sort (between the nodes with the same 𝑐 (𝑛) value) is
executed according to 𝑓 (𝑛) as in TA∗. The 𝑔(𝑛) component equals
the lowest value in the node’s time interval. This way, SIPPS ensures
that the found pathminimizes the number of soft collisions.We refer
to our SIPPS variant as SIPPS with APFs (SIPPS+APF). Because the
sorting of the open list in SIPPS+APF is executed according to two
components, first 𝑐 (𝑛) and then 𝑓 (𝑛), we explored incorporating
APFs separately in each of these components. The final formal
definition is presented as follows.

𝑐𝑜𝑠𝑡𝐴𝑃𝐹 (𝑛) = max
𝑡 ∈[𝑡𝑛𝑠𝑡𝑎𝑟𝑡 ,𝑡𝑛𝑒𝑛𝑑 )

∑︁
𝑖∈{1,...,𝑘 ′ }

𝐴𝑃𝐹𝑖 (𝑣, 𝑡) (4)

Where 𝐴𝑃𝐹𝑖 (𝑣, 𝑡) is defined in TA∗+APF, and [𝑡𝑛𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑛𝑒𝑛𝑑 ) is the
current safe interval of the 𝑛 node. 𝑡𝑛𝑠𝑡𝑎𝑟𝑡 and 𝑡

𝑛
𝑒𝑛𝑑

are the beginning
and the end time-steps of the interval. In other words, 𝑐𝑜𝑠𝑡𝐴𝑃𝐹 (𝑛)
represents the highest APFs an agent can encounter during its time
interval. In SIPPS+APF we compute the 𝑔(𝑛) and 𝑐 (𝑛) as follows:

𝑔(𝑛) = 𝑡𝑛𝑠𝑡𝑎𝑟𝑡 + 𝑐𝑜𝑠𝑡𝐴𝑃𝐹 (𝑛) (5)

𝑐 (𝑛) = 𝑐𝑜𝑢𝑛𝑡_𝑠𝑜 𝑓 𝑡_𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛𝑠 (𝑛) + 𝑐𝑜𝑠𝑡𝐴𝑃𝐹 (𝑛) (6)

SIPPS+APF runs SIPPS and first prioritizes nodes according to small
𝑐 (𝑛) values. In case of a tie, it moves to the secondary priority and
prefers nodes with smaller 𝑓 (𝑛) = 𝑔(𝑛) + ℎ(𝑛).

5 EXPERIMENTAL STUDY
We conducted an experimental evaluation comparing the use of
APFs within PrP [18], LNS2 [7], PIBT [15], LaCAM [13], and
LaCAM∗ [14], where PrP and LNS2 are implemented twice: once
with TA∗ and once with SIPPS. All experiments were performed on
four different maps from the MAPF benchmark [19]. The number of
agents used in our experiments varied from 50 to 450. We executed
25 random instances per every number of agents, map, and algo-
rithm. The APF parameters used were𝑤 = 1, 𝑑𝑚𝑎𝑥 = 4, and 𝛾 = 2
for TA∗+APF, and𝑤 = 0.1, 𝑑𝑚𝑎𝑥 = 3, and 𝛾 = 3 for SIPPS+APF. 1

Figure 1: LMAPF: Average Throughput. Dashed lines - APF-
enhanced; Solid lines - no APFs

As can be seen in Figure 1, the use of APFs significantly increases
the throughput of all other algorithms in all maps. For example, in
the empty-32-32 grid, LNS2 with TA∗+APF reaches a throughput
of approximately 1400 with 450 agents, which is approximately
7 times more than the throughput of vanilla LNS2 for the same
number of agents, and it significantly outperforms other baselines.

6 CONCLUSION AND FUTUREWORK
We investigated whether MAPF can be solved efficiently using
artificial potential fields (APFs). We proposed using APFs in TA∗

and in SIPPS, key components of many MAPF algorithms. In the
future, we want to explore more efficient ways to incorporate APFs
into PIBT and LaCAM algorithms.
1The adaptation of APFs for PIBT, LaCAM, and LaCAM∗ did not result in any good
performance. Hence we do not report it here.
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