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ABSTRACT
Strategic card games, such as Hearthstone, offer a rich environment
for exploring decision-making in reinforcement learning (RL). Yet,
achieving generalization across diverse and evolving game scenar-
ios remains a significant challenge. In this paper, we introduce a
novel framework that integrates large language models (LLMs) with
RL agents to improve generalization in strategic card games. Our
approach leverages a fine-tuned T5 model to encode and interpret
card strategies expressed in natural language, facilitating efficient
policy learning across a large and continually expanding set of cards.
Employing a self-play RL framework augmented with an auxiliary
transition loss in the latent space, our agent captures and general-
izes the complex, dynamic nature of card interactions. Experimental
results show that our method not only enhances learning efficiency
but also significantly improves the agent’s ability to generalize,
maintaining robust performance when encountering new cards.
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1 INTRODUCTION
Language plays a fundamental role in human cognition and intelli-
gence [4, 7–10] and is crucial in environments that merge natural
language processing (NLP) with decision-making tasks, such as
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text-based and strategic card games [1, 3, 6, 13, 15]. These games
provide a fertile ground for studying reinforcement learning (RL),
as agents must interpret and act on textual information [2, 11] while
continuously adapting to evolving game dynamics.

However, achieving robust generalization in strategic card games
remains a significant challenge. RL agents must quickly assimilate
new information, interpret complex language descriptions, and
adjust their strategies to maintain optimal performance. This chal-
lenge is particularly acute in strategic card games like Hearthstone,
where expanding card pools and continuously introduced new ef-
fects create a highly variable and evolving environment.

In this work, we introduce a novel framework that integrates a
fine-tuned LLM with RL to improve generalization in Hearthstone.
Our goal is to enable the agent to learn from diverse scenarios and
generalize to evolving game dynamics. We design our agent using
the encoder of a T5-base model [12], which has been fine-tuned
on Hearthstone card and deck datasets. The fine-tuned T5 model
processes game cards as tokens to generate corresponding natu-
ral language descriptions and encodes deck strategies to produce
summaries of deck contents. While training the agent in a self-
play manner using Monte Carlo sampling [5, 16], we incorporate a
transition loss in the latent space as an auxiliary component. This
auxiliary loss compels the agent to learn the inherent dynamics of
the environment, as described in natural language and embedded
by the fine-tuned T5 model. Our approach is the first to achieve
high-level performance across the scale of available cards and di-
verse decks, maintaining a robust policy even when encountering
new cards and demonstrating critical zero-shot performance. We
release our dataset and code for further research 1.

2 APPROACH
2.1 Card Representation Learning using T5
We leverage a massive Hearthstone card dataset to capture card
characteristics and deck strategies. To achieve this, we fine-tune a
T5-base model and create two datasets: a card dataset and a deck

1https://github.com/WannianXia/GeneralizableHS
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Figure 1: Architecture of Our Model.

strategy dataset. For the card dataset, each card is provided as input
with its description as the output. We treat each card as a unique
token. For the deck strategy dataset, we convert the contents of
over 5,000 decks—including card names, descriptions, mana costs,
attack values, health points, etc.—into a formal language description.
We then prompt GPT-4 to generate concise, human-like strategy
summaries for each deck. The generated deck strategy serves as the
input, and its description as the output. We fine-tune T5 with these
datasets to capture the semantics and effects of cards and learn the
connections between strategy and card selection. Based on the fine-
tuned T5 model, we use the T5 encoder to obtain representations
for each card and deck strategy, applying additional mean pooling
and an L2 normalization layer.

2.2 Self-Play Policy Training with Auxiliary
Loss

We train our agent through self-play using Monte Carlo sampling
and augment the training with an auxiliary loss from a world model,
which incorporates future state information into the hidden repre-
sentations.

Let O denote the set of observations and A the set of actions.
At each time step 𝑡 , the agent receives an observation 𝑜𝑡 ∈ O, takes
an action 𝑎𝑡 ∈ A, and transitions to 𝑜𝑡+1. We use representations
based on the fine-tuned T5 encoder. As shown in Figure 1, our agent
is composed of three key components:

(1) Representation module: A network 𝑓𝜃 encodes the cards
and statistics into a hidden state: ℎ𝑡 = 𝑓𝜃 (𝑜𝑡 , 𝑎𝑡 ).

(2) Policy module: A network 𝑞𝜙 uses deck information, cards,
and statistics to predict the action-value:𝑄 (𝑜𝑡 , 𝑎𝑡 ) = 𝑞𝜙 (ℎ𝑡 ) .

(3) World Model module: A network 𝑤𝜓 that forecasts the
next hidden state: ℎ̂𝑡+1 = 𝑤𝜓 (ℎ𝑡 ).

The agent collects trajectories 𝜏 = {(𝑜𝑡 , 𝑎𝑡 , 𝑜𝑡+1)}, and after each
game, the discounted returns𝐺𝑡 are computed and stored in a buffer
D. The policy model is optimized by minimizing the mean squared
error between the predicted Q-values and the returns:

Lpolicy (𝜃, 𝜙) = E(𝑜𝑡 ,𝑎𝑡 ,𝐺𝑡 )∼D

[(
𝑞𝜙 (𝑓𝜃 (𝑜𝑡 , 𝑎𝑡 )) −𝐺𝑡

)2
]
.

For the world model module, we create a target hidden state ℎ̄𝑡+1
by encoding the next observation with the action masked:

ℎ̄𝑡+1 = 𝑓𝜃 (𝑜𝑡+1,mask(𝑎𝑡+1)) .

Table 1: Win rates compared to basic tree search AI of differ-
ent levels on testing decks.

Tree Search Our Agent GPT-4o Cardsformer

Level 0 96% 60% 82%
Level 1 76% 24% 68%
Level 2 68% 12% 48%

Theworld model module is trained byminimizing the cross-entropy
loss:

Lworld (𝜃,𝜓 ) = CrossEntropy
(
𝑤𝜓 (𝑓𝜃 (𝑜𝑡 , 𝑎𝑡 )), ℎ̄𝑡+1

)
.

The overall loss is a weighted combination of the two:

Ltotal (𝜃, 𝜙,𝜓 ) = Lpolicy (𝜃, 𝜙) + 𝛽 Lworld (𝜃,𝜓 ),

with 𝛽 regulating the influence of the world model loss.

3 EXPERIMENTS
We use the Hearthstone game for our experiments. We evaluate the
zero-shot generalization capability of the agent in different game
scenarios. To assess the agent’s generalization ability, we design
five testing decks with varying proportions of unseen cards; in one
testing deck, up to 50% of the cards are unseen. Table 1 summarizes
our results. Our agent achieves the highest win rates across all
settings, outperforming even the most extensive tree search AI and
other baselines, including GPT-4o (a direct LLM agent prompted
with game observations as text) and Cardsformer [14]. Although
GPT-4o performs well in simple scenarios, its win rate drops to
12% when tree search parameters are increased, demonstrating that
LLMs alone struggle with competitive Hearthstone strategies.

4 CONCLUSIONS
We have presented a novel framework that integrates a fine-tuned
T5-base model with reinforcement learning to enhance policy learn-
ing and generalization in Hearthstone. Evaluated on challenging
test decks featuring unseen cards, our approach consistently out-
performs current baselines. In future work, we plan to explore
even tighter integration between the agent and the LLM to further
improve performance and adaptability.
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