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ABSTRACT
Centralized Training with Decentralized Execution (CTDE) has re-
cently emerged as a popular framework for cooperativeMulti-Agent
Reinforcement Learning (MARL), where agents can use additional
global state information to guide training in a centralized way and
make their own decisions only based on decentralized local policies.
Despite the encouraging results achieved, CTDE makes an inde-
pendence assumption on agent policies, which limits agents from
adopting global cooperative information from each other during
CT. Therefore, we argue that the existing CTDE framework cannot
fully utilize global information for training, leading to an inefficient
joint exploration and perception, which can degrade the final per-
formance. In this paper, we introduce a novel Centralized Advising
and Decentralized Pruning (CADP) framework for MARL, that not
only enables an efficacious message exchange among agents during
training but also guarantees DE.
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1 INTRODUCTION
Recently, the CTDE framework has been widely used in MARL,
including Value Decomposition (VD) methods [4, 6, 8–12, 14] and
Policy Gradient (PG) methods [2, 5, 7, 16], which achieves the state-
of-the-art performance in different benchmarks. Despite its promis-
ing success, we argue that the centralized training in CTDE is not
centralized enough. This is to say, the existing CTDE framework
cannot take full advantage of global information for centralized
training. Specifically, agent policies are assumed to be independent
of each other [15], and the existing CTDE framework only intro-
duces global information in the centralized module, while agents
are not granted access to global information even when CT.

To address this limitation, prior works have introduced teacher-
student frameworks [1, 3, 17], as shown in Figure 1(b). In these
setups, teacher agents utilize global state information for training,
while student agents, relying on local observations, learn to mimic
the teachers’ behavior through knowledge distillation. However,
these approaches still let agents make decisions without consid-
ering others’ policies, leading to suboptimal joint exploration and
limited expressiveness of the collective policy. In this paper, we
propose a novel Centralized Advising and Decentralized Pruning
framework, termed as CADP, to enhance basic CTDE with global
cooperative information. As depicted in Figure 1(c), CADP enables
agents to exchange advice with each other instead of only using
global state information during centralized training. To generate
the final decentralized policies, we further propose to smoothly
prune the dependence among agents.

2 METHOD
Advice Exchanging. The widely adopted CTDE framework only
introduces the global state for agents in the mix/critic module,
leading to that an agent policy network only perceives its local
observation instead of the global states. In contrast, we design a
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Figure 1: Comparisons between existing frameworks and our CADP.
novel centralized training scheme to augment the agent policy
from the local information of an individual agent to the global
cooperative information from all agents, inferring better actions.

Formally, we employ an agent’s confidence 𝑐 for all agents to
highlight its personalized confidence weights of other agents when
receiving interchangeable cooperative advice from them, where
the higher confidence corresponds to the more useful information
of agents. The whole process can be reduced to a self-attention
mechanism [13], where we set messages key 𝑘 and value 𝑣 , respec-
tively, while confidence 𝑐 is considered as the dot product of the
key 𝑘 of other agents and query 𝑞 of itself. 𝑞, 𝑘 and 𝑣 are all linear
projections of the local observation 𝑜 . The formula is written as:

𝛼𝑖, 𝑗 :=
𝑞𝑖 · 𝑘 𝑗√

𝑑𝑥
, 𝑐𝑖, 𝑗 :=

𝑒𝑥𝑝 (𝛼𝑖, 𝑗 )∑𝑁
𝑘=1 𝑒𝑥𝑝 (𝛼𝑖,𝑘 )

, 𝑧𝑖 :=
𝑁∑︁
𝑗=1

𝑐𝑖, 𝑗 · 𝑣 𝑗 , (1)

where𝑘 𝑗 means themessage key𝑘 of agent 𝑗 and𝑞𝑖 means the query
𝑞 of agent 𝑖 , 𝑑𝑥 is the scaling coefficient and 𝑐𝑖, 𝑗 is the confidence
from agent 𝑖 to agent 𝑗 . Finally, the aggregating information 𝑧𝑖 of
the agent 𝑖 is obtained by taking the weighted sum of the value
according to the confidence 𝑐𝑖,1:𝑁 :=

(
𝑐𝑖,1, 𝑐𝑖,2, · · · , 𝑐𝑖,𝑁

)
: where 𝑣 𝑗

means the value 𝑣 of agent 𝑗 . Through this step, each agent refers
to the cooperative information of others. Then, we combine the
aggregating information 𝑧 in the previous step with the agent’s
own local information ℎ, and finally output the action value 𝑄 :

ℎ𝑡𝑖 := 𝐺𝑅𝑈 ( [𝑧𝑖 , 𝑜𝑖 ], ℎ𝑡−1𝑖 ), 𝑄𝑖 := 𝑀𝐿𝑃 (ℎ𝑡𝑖 ), (2)

where𝐺𝑅𝑈 (·, ·) stands for Gated Recurrent Unit. Notably, we have
incorporated residual connections into the input of the GRU net-
work. This short-circuit mechanism allows us to simultaneously
leverage representations with and without advice exchanging, for
enhancing training stability and performance. Since our work fo-
cuses on the agent policy module, we can adopt different mix mod-
ules to generate 𝑄𝑡𝑜𝑡 . Besides, if the final output of our agent mod-
ule is a policy distribution 𝜋𝑖 instead of 𝑄𝑖 (performing normaliza-
tion after Equation 2), we can also employ MAPPO [16].

Model Self-Pruning. In pursuit of facilitating decentralized
execution, the current model needs to evolve into the decentral-
ized model depending only on itself, rather than global informa-
tion. In this step, we design a simple yet effective model self-
pruning method to achieve this. We claim that if the following
conditions are satisfied, the agent model is a decentralized model:

𝑐𝑖,1:𝑁 = e𝑖 ,∀𝑖 ∈ [1, 𝑁 ], where e𝑖 means the 𝑖-th standard basis vec-
tor (an one-hot vector). In this way, we can just apply the value 𝑣 to
produce the output 𝑧 without key 𝑘 and other components. For the
convenience of expression, we refer to the model that only requires
their own values 𝑣 without the self-attention mechanism as the
decentralized model (CADP (D)). On the other hand, the model
using self-attention mechanism is referred to as the centralized
model (CADP (C)). A decentralized model actually presents that
the agent’s confidence 𝑐𝑖,1:𝑁 of all agents is equal to the one-hot
vector e𝑖 in the DE stage. It is required to smoothly swap from the
centralized training with exchanging confidence to the decentral-
ized execution with the one-hot confidence 𝑐𝑖,1:𝑁 . Therefore, we
design an auxiliary loss function named pruning loss L𝑝 to help
the decentralized agent gradually alleviate the dependence of other
agents, which is given as:

L𝑝 (𝜃𝑎) =
𝑁∑︁
𝑖=1

𝐷𝐾𝐿 (e𝑖 ∥𝑐𝑖,1:𝑁 ), (3)

where 𝜃𝑎 means the parameters in the agent policy module, and
𝐷𝐾𝐿 means the Kullback Leibler (KL) Divergence. In the pruning
loss, smaller L𝑝 means that agents rely less on the other agents.

3 CONCLUSION
we argue that the traditional CTDE framework is insufficiently cen-
tralized, as it fails to fully utilize global information during training.
we propose a novel Centralized Advising and Decentralized Prun-
ing (CADP) framework, enhancing CTDE with global cooperative
information. Our focus is not on designing a new communication
method but on leveraging agent communication to enable fully cen-
tralized training while maintaining decentralized execution. Using
just simple and lightweight network architectures to test CADP,
we believe it opens avenues for further exploration.
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