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ABSTRACT
The “right to contest” decisions that have consequences on individu-
als or the society is a well-established democratic right. Contesting
a decision is not a matter of simply providing an explanation, but
rather of assessing whether the decision and the explanation are
permissible against an organization’s governance framework. Yet,
albeit the popularity of adjacent fields, little work has been explic-
itly done on contesting AI decisions. In this paper, we propose that
formal argumentation can be used to formulate contestations of
decisions made by artificial agents. We extend the discourse on
socio-ethical values in AI by conceptualizing our argumentation
framework as a formal dialogue, enabling the interaction between
humans and agents as decisions are being contested.
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1 INTRODUCTION
The increased use of artificial intelligence (AI) in decision making,
by both public and private institutions, may increase efficiency in
decision making, but there is a risk of making the reasoning of those
decisions unclear and out of reach for direct contestation by the
beneficiaries of the institution. The interactions between individuals
and institutions occur through well-defined channels and protocols;
however, they are still direct person-to-person interactions even
when people do not meet directly face-to-face. If formal interactions
do not run smoothly, face-to-face is the option of last recourse
when we seek clarifications and resolutions. What if the institution
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substitutes their human representatives with an artificial agent or
an automated artificial intelligence system? Who can a beneficiary
face? How can the volume of automated decisions be matched by
the real need of beneficiaries to understand and contest them? All
these emergent issues can become difficult or impossible to trace
back to their source, contributing to an accountability gap.

The existing legal framework, such as Article 21 of EU’s General
Data Protection Regulation (GDPR) [11], guarantees the right to
object to the processing of personal data and to challenge decisions.
To operationalize these rights in a digital context, their integration
into the system’s design so as to effectively handle disputes is crucial
[3]. When decisions are made by algorithms rather than humans,
clarifying what constitutes a contestable decision becomes essential,
involving identifying key entities and their interrelations in the
contestation process. The emerging field of contestable AI, focusing
on enabling AI systems to accommodate interventions throughout
their operational life-cycle, addresses these needs [4, 14, 21].

This paper discusses the need to design a framework to facilitate
contestations against the decisions of opaque information systems.
We analyze an institutional decision-making process dependent on
an AI model for decision-making, assuming a lack of transparency
in the model?s operations. We provide a possible conceptual frame-
work for contestation. We emphasize the need for AI systems not
only to provide explanations that clarify their internal decision-
making processes, but also to offer justifications that validate these
decisions as sound and acceptable, aligning them with external
norms and standards to ensure robust accountability.

Contributions. The main contribution of this paper is the intro-
duction of a novel feedback architecture to monitor AI-driven pre-
dictions and decisions against specified norms, legal requirements,
and ethical standards. The proposed framework allows for evaluat-
ing the contestability of black-box decisions, enhancing oversight
and assessment capabilities for decisions by autonomous systems.
We promote the development of AI systems that are ethical, trans-
parent, and contestable, fostering increased trust, accountability,
and societal responsibility and compliance of AI technologies.

This paper is structured as follows: In the next section, we pro-
vide an overview of related work to the topic of constable AI. In
Section 3 we present our conceptual architecture for contestability
of black-box decisions. In Section 4 we introduce a formalization of
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contestability based on formal argumentation. Lastly, in Section 5
we present our conclusions and outline directions for future work.

2 BACKGROUND AND RELATEDWORK
A decisions can only be contested on some grounds that relate to the
process of how it has been reached. Therefore, we first look towards
the, now relatively rich, field of explainable Artificial Intelligence.

Justifications, not Explanations. Explainable Artificial Intelligence
(xAI) is a growing field that seeks to provide insights into how
algorithms arrive at their decisions and recommendations [6]. Ex-
planations in AI transfer knowledge from automated systems to
aid human comprehension of why decisions are made [10, 19].

Despite the value of explanations, there is a concern that at-
tention has deviated from the need to provide justifications [13].
Justifications aim to affirm that a decision is sound or acceptable,
while explanations clarify the processes behind these decisions.
Establishing robust justifications is crucial for accountability, ad-
dressing both the intrinsic and extrinsic criteria that automated
decision systems must meet [7, 8]. Justifications typically relate
to the internal or external norms of the organizations that deploy
these systems, standing apart from the algorithms themselves.

Article 22 of EU’s General Data Protection Regulation (GDPR)
mandates that individuals must have the right to contest decisions
made solely by automated processes, emphasizing the need for
robust justification mechanisms [12]. However, the GDPR does
not specify the exact procedures for contesting these decisions or
whether justifications should be provided by the automated systems
or their deploying organizations. Nonetheless, it is clear that the
entity responsible must justify the appropriateness of any decision
made against specified requirements, not merely explain it.

The distinction between justifications and explanations has also
been debated [16]. While they are both forms of reasoning, they
serve different roles: justifications prove the validity of a conclusion,
while explanations describe the rationale behind it. This complex-
ity arises because the same facts might serve both to justify and
explain, and the language used in both contexts — such as ‘because’,
‘so’, ‘therefore’ — overlaps. Ultimately, whether an argument is seen
as a justification or an explanation can depend on the intent behind
its presentation. In fact, one can view justifications as explanations
that are compliant against an AI system’s decision-making specifi-
cations, which in turn could be the norms, laws, and standards that
determine the context in which the AI system is contested [24].

Contestability in the Literature. Kluttz et al. [18] define contesta-
bility as mechanisms for users to understand and challenge model
predictions. Lyons et al. [21] see it as a post-decision process in-
volving explanations and user contests. These definitions focus on
the system itself being able to provide the means for contesting its
decisions. Taking a more socio-technical view, Aler Tubella et al.
[1] emphasize the need for explicit values elicitation and alignment
between the system and the rational behind a decision. Alfrink
et al. [3] view it as a tool for human interaction with AI systems
throughout the operational life-cycle of those systems.

Within the wider human-AI interaction field, contestability has
been seen as a design principle. Alfrink et al. [3] argue that systems
designed with contestability in mind can enable their users to detect
and correct errors and record disagreements with decisions made
[14]. Almada [4] considers public perception and advocates early

integration of contestability into system design. Kluttz et al. [17]
treat contestability as a system’s design principle; achievable by
providing feedback mechanisms such as expert users critiquing and
correcting the system?s reasoning. Providing feedback to correct
a system’s errors has been the focus of multiple user studies and
frameworks on interactive machine learning [5, 23, 25, 28].

Formal Argumentation Theory. The process of contesting can
be seen as a dialogue between the institution in charge of the AI
system and an affected agent by the outcome of the AI system. In
each interaction of a contesting process, the agents can provide
arguments of different nature, e.g., explanations, justification, facts,
etc. [20]. Formal argumentation theory has explored different kinds
of dialogues, e.g., negotiation, information-seeking, etc. [29]. Nev-
ertheless, there are no dialogue frameworks that could deal with
the interactive process of a contesting process, although [20] argue
that computational argumentation is ideally suited for this task.
Most of the works regarding the use of argumentation on black-box
systems aim to build explanations on the top of the outcome of
the black-box system [9] or assess the compliance of a black-box
system with respect to some given social norms [2].

Some of the research gaps to characterize a contesting process
as a dialogue process are to identify which information should be
contained in the arguments that are posted during a contesting
process, as well as to identify and resolve the conflicts between the
arguments that are provided during the contesting process. Having
clear definitions of these issues can provide means to characterize
different processes for contesting on black-box AI systems.

Deontic statements. Weigand and Dignum [30] consider commu-
nication as the origin of norms, and explore how deontic statements
are created and adapted in communication processes. They consider
a normative system to be a set of interacting agents. The authors
propose a formal language that specifies certain speech acts and
the deontic statements that they bring about. For example, if an
employer has authority to demand for a certain task to be done
by an employee, asking for the task creates an obligation for the
employee to execute it. Our contestation system can be seen as a
normative system in the sense of [30], if we broaden the under-
standing of speech acts to include the interlocutions between an
AI system and a human affected by the decisions of the former.

The interplay between argumentation and deontic statements
(such as obligations and permissions) has been considered in the
literature. van der Torre and Villata [27] consider the problem of
enriching legal argumentation with a formal account of deontic
modalities. Specifically, they propose a formal framework that al-
lows one to reason over normative concepts and to compare norms.
Although their framework does not explicitly consider processes
of contestation, it can still be used to specify an argumentation
framework that can generate obligations and permissions.

3 CONCEPTUAL FRAMEWORK
In this section, we present our conceptual framework. To this end,
explicit definitions of different actors and entities are introduced.
Algorithmic accountability establishes a relationship between an
agent (i.e. actor) and a forum, where the agent must explain and jus-
tify algorithmic behaviors to a forum that has the authority to ques-
tion and pass judgment [31]. This relationship extends to include
various roles: Representatives: Agents responsible for modifications
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to the algorithm. Beneficiaries: Individuals directly impacted by the
algorithm, possessing rights to appeal the algorithm’s decisions.
Third Parties: Entities authorized to audit algorithmic operations.

Contestability is both a characteristic of a system that facili-
tates these interactions, as described by Alfrink et al. [3], and a
process that obliges representatives to account for algorithmic ac-
tions to beneficiaries and third parties, as argued by Aler Tubella
et al. [1]. We adopt both perspectives, but we focus on the opera-
tional implications of contestability. Operationalizing contestability
may involve either local or global modifications to the algorithm
through appeals or audits, respectively. The outcome of this pro-
cess often results in an obligation for representatives to amend or
justify algorithmic behaviors. Setting clear obligations is the first
step in ensuring the compliance with requirements for providing
justifications, and taking measures when compliance is not met.

Our approach, emphasizing the integration of contestability into
AI systems, ensures that automated decisions are not ‘just’ transpar-
ent, but also can be subject to scrutiny, having to demonstrate the
validity and permissibility of their decisions and their underlying
reasoning, and as such facilitate accountability. This perspective
is crucial whenever decisions made by AI can significantly impact
individuals and communities. By enabling systematic appeals and
requiring justifications that align with socio-ethical values and legal
mandates, our framework ensures that AI systems adhere to higher
standards of fairness and justice. This proactive incorporation of
contestability helps prevent harm, builds public trust, and ensures
that AI systems are aligned with human rights and democratic
values, making them more sustainable and acceptable in society.

We assume the algorithm operates as a black box, observable
only through its inputs and outputs. This assumption ensures that
our framework is applicable to any algorithm whose behavior can
be observed, irrespective of its internal workings. The black box con-
cept is extended to include the organization utilizing the algorithm,
highlighting the broader context of algorithmic accountability.

To contest a black box system, a beneficiary must be able to ini-
tiate a process that compels the system’s representatives to justify
the algorithm’s compliance with specific criteria. This involves as-
sessing the algorithm against agreed-upon standards or preferences.
The output of the system is used to trigger the appeal process, where
beneficiaries can review and contest specific decisions, prompting
a detailed justification from the system’s representatives that must
align with established ethical and regulatory guidelines.

Contestability differs from explainability, as it demands not only
clear reasons in support of decisions, but also requires the rea-
sons to be justified against certain requirements. For instance, an
explanation for a loan denial may be that the decision took into
consideration the age of the applicant. Such an explanation may
help understand why the decision was made, but it does not con-
stitute a valid justification under anti-discrimination laws. Instead,
further information to demonstrate how the decision adheres to
the institutional policy are needed; e.g., the applicant should be of
legal age, and the loan should end prior to applicant’s retirement.

Generating such justifications during a contestation process
considers three elements: 1. Input: Contesting data provided to
the black box, such as data accuracy or relevance. 2. Algorithm:
Challenging the black box’s overall fairness, alignment with values
and policy, accuracy, or consistency. 3. Output: Questioning the

adequacy or correctness of the decision outcomes. A specific input,
the algorithm used — as a black box — to map that input into an
output, and the output itself, together comprise the case elements of
an appeal. Along with the case elements, an appeal also determines
the representative of the algorithm, the specific beneficiary affected
by the algorithmic decision, along with the context and the basis
for contestation. The appeal can challenge any of the case elements.
4 OPERATIONAL FRAMEWORK
In this section, we introduce an operationalization of contestability,
focusing less on covering all aspects presented in Section 3, and
more on the role of formal argumentation as a central component of
the proposed operationalization. We forego a detailed presentation
of the technical details —which can be found in [24] — and elaborate,
instead, upon the key ideas behind our operationalization.

We operationalize contestability as a dialogue between a bene-
ficiary and a representative, each taking turns to introduce a new
argument in the discussion. Various types of arguments are meant
to capture different forms of reasons offered by the parties involved
in the contesting process; by the representative, on the one hand,
in support of the decision taken by an AI system, and by the ben-
eficiary, on the other hand, in objection to the alignment of that
decision and its supporting reasons with agreed-upon requirements:
• Arguments based on values. E.g., The decision is not fair.
• Arguments based on norms. E.g., Other people in my income
bracket have been approved for a loan just recently.
• Arguments based on factual errors. E.g., You claimed that I
am not employed, but here is my employment record.
• Arguments based on instantiation errors. E.g., You opera-
tionalised the norm incorrectly. You selected a wrong norm.
• Arguments based on misplaced counts-as. E.g., You assumed
that my children are dependent, but they are adults.
• Arguments based on similarity. E.g., You answered affirma-
tively to a person who has the same properties as me.
• Arguments based on counter examples. E.g., You said this
was the only way to do X, but here is another way to do it.

This list of arguments is illustrative rather than exhaustive. What
types of arguments are allowed is defined by the context of the
decision, and also by the policy and legal norms that govern the
institution. An automatic or computer-aided arbitration of contest-
ing would require an institution to set a strict and well-defined list
of the kinds of arguments and evidence that are allowed [15]. This
list could, however, be itself a subject of contestation and audits.

Abstracting away from the specifics of the arguments, we can
represent each argument as a pair of a premise and a conclusion,
both defined over a language (e.g., a certain fragment of first-order
logic, over a particular set of predicates) agreed upon by the repre-
sentative and the beneficiary as part of the contestation context.

The first argument is put forward by the representative in sup-
port of the decision made by the AI system. In the simplest case,
such an argument can state that its conclusion (i.e. the system’s
decision to be supported) is supposed to be true. Such supposition
arguments (e.g., stating that “Your loan should be rejected.”) are
not meant to ground their conclusion on some evidence, but they,
rather, act as placeholders for the “open fronts” of the conversation,
so that not everything needs to be fully justified up front. Accord-
ingly, supposition arguments are easy to dispute, simply by having
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the opposing party suppose the negation of their conclusion (e.g.,
stating that “My loan should not be rejected.”). This dispute is, in
effect, equivalent to the opposing party asking a “why” question,
forcing the party that initially put forward a supposition argument
to identify a different argument to justify that same conclusion.

In the general case, the argument put forward in support of a
conclusion (be it the system’s decision, or any other intermedi-
ate claim) associates the truth of its conclusion to the truth of its
premises. Such association arguments (e.g., stating that “You cannot
apply for a youth loan, because you are over 18.”) ground their con-
clusion on evidence coming from other properties that are relevant
to the context of the contestation process. The opposing party has
two ways to dispute an association argument. First, the opposing
party can present another argument that supports a conflicting
conclusion (e.g., stating that “I can apply for a youth loan, because I
am less than 25 and unemployed.”) that is stronger than the former
argument. Whether an argument is stronger than another can be
determined by external factors (e.g., an explicit exception in the
conditions for being granted a youth loan), or it could, itself, be
a matter of dispute and contestation. Second, the opposing party
can dispute the premises of the association argument. Instead of
introducing a second mechanism to do that, we simply require that
whenever an association argument is put forward, its premises are
supported by supposition arguments. Thus, the opposing party can
simply dispute those supposition arguments, effectively “opening
up” the conversation on some other intermediate claim.

Naturally, arguments eventually need to be grounded on per-
ceived facts. Such perception arguments (e.g., stating that “Your ID
card shows that you are 26 years old.”) ground their conclusions on
the inputs that the AI system used to reach its decision. Even these
arguments can, however, be disputed under certain circumstances,
if, for example, the AI system’s input includes factual errors, or
is perceived incorrectly. As for association arguments, argument
strength ultimately determines which disputes succeed and which
do not. In general, however, supposition arguments are the weakest,
and perception arguments are the strongest, leaving the remaining
relative strengths to be determined by the contestation context.

Through this exchange of arguments, we end up with a sequence
of argumentation frameworks that alternate between entailing and
not entailing the system’s decision. When either the representative
or the beneficiary fails to extend this alternating sequence by pro-
viding strong arguments in their favor, this terminates the contesting
dialogue by, respectively, upholding or rejecting the appeal.

The set of all contesting dialogues that can be realized for certain
case elements and in a particular contestation context can be de-
picted as a deliberation argument tree, whose vertices correspond to
(sets of) arguments, whose edges correspond to disputes between
(sets of) arguments with conflicting conclusions, whose root corre-
sponds to the system’s decision that is being contested, and whose
branches correspond to individual contesting dialogues. A deliber-
ation argument tree can be extended to associate each of its leaves
with the obligations and permissions to be generated as a result of
upholding or rejecting the appeal in the corresponding branch.

5 DISCUSSION AND CONCLUSIONS
The democratic right to challenge decisions affecting individuals or
the society is firmly established, yet, unexplored within the wider

AI literature. Contesting a decision entails more than providing a
mere explanation; it involves evaluating whether the decision and
its supporting reasons align with externally provided policies, even
if it may not be the most favorable choice for the decision maker.
In this paper, we proposed a framework to enable the contestation
of decisions made by AI systems; thereby improving oversight and
evaluation of autonomous system decisions.

Our architecture uses argumentation logic to generate, given a
policy, justifications for a decision made by a system in a structured,
and inherently transparent, process for contesting decisions. Our
framework can be used for the automatic verification of a decision
against a given normative policy. This verification can be done post-
hoc, but also as part of a monitoring system in a feedback loop;
similar to a human-in-the-loop approach, our contestation frame-
work can verify and approve each decision made. Ultimately, by
enabling the contestation of AI decisions, our framework promotes
accountability as we ensure that decisions accepted and contested
by the various actors are subject to audit and verification. The op-
erationalization of contestability described herein has been further
formalized [24], and implemented as part of a prototype arbitration
system [15]. Similarly, [22] presents a formalisation for making a
contestable reasoner for generating context-specific explanations.

It has been argued that a certain way to evaluate the moral
bounds of an AI system, is by creating a ‘glass box’, i.e. a monitor-
ing mechanism of the system’s inputs and outputs that is able to
run tests to check the system’s compliance against some values
[26]. To construct such a glass box one needs to be able to trans-
late values into design requirements, and then demonstrate that it
effectively establishes necessary obligations and permissions, pro-
moting transparency. Our contesting framework based on formal
argumentation supports the interaction between different stake-
holders exchanging various arguments. The contestation process
outcomes help us setup a normative framework for the actors in
the system.

By enhancing the contestability of black-box AI systems, this
work paves the way for more responsible and sustainable AI applica-
tions across various sectors, and sets the foundation for contestable
AI work in policy studies, normative systems, and formal argumen-
tation. While this initiative is a step toward building trust in AI, the
realistic impact on achieving fully responsible and sustainable AI
implementations across diverse applications will require ongoing
development and empirical validation. Within policy studies, fu-
ture work needs to identify the scaffolding of the types of rights
and affordances that should be allowed in a contestation process
in general and in specific contexts. Within normative systems, fu-
ture work needs to establish how these rights and affordances are
to be encoded into norms and obligations that are generated and
validated as part of the contestation process. Lastly, within formal
argumentation, future work needs to elaborate the types of sup-
ported arguments to allow for obligations, permissions and other
norms to be instated as a result of a successful appeal process.
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