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ABSTRACT
For safe deployment in the real world, autonomous agents must
be capable of reliably achieving and sustaining collective good
while operating in dynamic environments alongside humans and
other technical agents. In this paper, I detail ongoing research that
explores how modelling real-world influences on human behaviour
can inform the development of novel approaches for fostering pro-
social collective behaviour and beneficial social outcomes in multi-
agent systems.
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1 INTRODUCTION
For successful real-world deployment ofmulti-agent systems (MAS),
autonomous agents must be engineered with advanced capabilities
for learning desirable social behaviours and sustaining beneficial
collective outcomes while operating in sociotechnical systems [20],
alongside humans and technical agents. In such environments, au-
tonomous agents must navigate interactions between actors and
groups of actors with different goals, roles and capabilities, includ-
ing human stakeholders with heterogeneous social, cognitive and
normative factors influencing their behaviour. These complexities
pose challenges for achieving beneficial collective behaviour. Con-
flicting objectives among self-interested agents in mixed-motive
[15] settings give rise to social dilemmas and suboptimal social out-
comes. Further, real-world scenarios feature unique environmental
pressures and population characteristics that shape latent incentive
structures and evolve over time. To avoid unintended consequences,
approaches for promoting pro-social behaviour and collective good
in real-world scenarios must demonstrate robustness with respect
to these influences by (1) ensuring adequate generalisation across
environmental and population conditions, and (2) enabling run-
time adaptation to achieve and maintain desirable social outcomes
under changing conditions.
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Recent works have demonstrated diverse approaches for promot-
ing pro-sociality in MAS by modelling human characteristics and
social mechanisms, such as reputation [2], indirect reciprocity [21],
identification with others [5], social norms [1, 17], social prefer-
ences [15], and ethics [22]. For reinforcement learning (RL) agents,
intrinsic motivation approaches support the learning of adaptive
behaviours in the absence of hand-crafted rules or rewards, reflect-
ing innate human drives [8, 10, 18]. While there is a rich body of
research exploring the influence of cognitive factors such as beliefs,
knowledge, and emotional reasoning on human behaviour [6], less
attention has been given to modelling their interplay alongside
social influences and environmental pressures in MAS.

In this paper, I present my doctoral research exploring two
complementary approaches for promoting beneficial collective be-
haviour in MAS: (1) modelling the socially adaptive interplay be-
tween dynamic emotions and static social preferences in multi-
agent decision making, and (2) a framework for promoting cooper-
ation through intrinsically motivated responsibility. I conclude by
discussing these works in the context of broader themes around be-
havioural influences and incentives, and future research directions
towards developing robust pro-social MAS.

2 SOCIAL VALUE ORIENTATION AND
INTEGRAL EMOTION

Social Value Orientation (SVO) [14] is a spectrum of measurable
personality traits that characterise preferences for individual versus
collective welfare. Individual differences between characteristics
such as SVO offer insight into the heterogeneity of human be-
haviour in the real world. However, individual differences alone
cannot explain the dynamic nature of human decision making,
e.g., adapting preferences in response to changing circumstances.
Human decision making is better characterised by the interplay
between stable individual differences and dynamic, contextual influ-
ences [6]. This is demonstrated in research exploring the influence
of integral emotions (IE) on human decision making — task-related
affective states that arise directly from observations in the current
decision-making context [13]. Once evoked, IEs strongly influence
behaviour, often overriding the other social and cognitive influ-
ences. In [3], we investigated whether modelling IEs in populations
of agents with heterogeneous baseline SVO policies could help to
achieve more equitable collective outcomes in multi-agent decision
making. We hypothesised that by enabling agents to deviate from
their baseline policy based on experience, the suboptimality and
negative social impact of certain SVOs across different interactions
can be diluted, resulting in improved social outcomes across popula-
tions with different distributions of SVO. To test this, we developed
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Svoie, a method for adjusting the probability that agents act ac-
cording to their baseline SVO policy versus alternative IE policies
depending on their current emotional “valence”, an internal state
representing the positiveness or negativeness of the integral emo-
tion resulting from recent task outcomes. While SVOs are used to
define baseline heterogeneous social preferences, Svoie enables tem-
porary deviations from social preferences depending on valence.
We evaluated Svoie through simulation experiments in Colored
Trails (CT) [7], an iterated negotiation game designed to study
social decision making. We model IE valence as an internal state
that evolves based on the outcomes of repeated rounds of CT with
random opponents sampled from populations with heterogeneous
SVO. Poor task performance increases the probability of spiteful
behaviour [24], modelled as maximizing relative advantage over
opponents. Conversely, high performance increases the probability
of adopting a passive, inequity-averse strategy. We evaluated Svoie
in simulated populations with different distributions of SVO. We
found that Svoie populations consistently achieved a statistically
significant reduction in welfare inequality compared to populations
of baseline SVO agents. These findings suggest that methods en-
abling run-time behavioural adaptation based on task outcomes and
other contextual influences could support improved collective out-
comes in heterogeneous agent populations, presenting a promising
direction for future work.

3 IMPLICIT RESPONSIBILITY
In [4], we introduce “implicit responsibility” (IR), a novel form of
intrinsically motivated responsibility, capturing a key aspect of
emergent cooperation in the real world — the natural tendency
to assume responsibility for others’ welfare in certain scenarios,
without explicit external incentives. Specifically, we consider a form
of IR that describes a realistic intrinsically-motivated pro-social
behaviour — the tendency to act on opportunities to help others
when the personal cost and risk of doing so is minimal. We outline
conditions necessary for the emergence of this form of pro-social
IR in a conceptual framework, and argue that learning to recognise
these conditions independently may support emergent coopera-
tion, complementing existing responsibility approaches based on
explicit norms and commitments [23]. Based on this framework,
we developed and evaluated a novel reward-shaping approach for
fostering cooperation among self-interested reinforcement learning
(RL) agents. In this implementation, we operationalise pro-social
IR conditions as environment-specific rules for the formation and
violation of IRs. We model IR agents as RL agents that self-penalise
for violating IRs — cases where the agent could have helped another
agent but failed to do so — via reward-shaping, analogous to mod-
els of guilt or regret. We evaluated IR agents against RL baselines
through experiments in a mixed-motive environment, where agents
must forage for resources to survive. We designed this environment
so that, under certain parametrisations, mutual cooperation via
strategic resource-sharing provides greater individual and collec-
tive welfare than purely self-interested or altruistic strategies. We
found that, in this setting, our IR agents learned optimal coopera-
tive strategies with greater sample efficiency compared to baseline
RL agents. These findings suggest that modelling implicit social

responsibilities can accelerate the emergence of cooperation among
self-interested agents. However, further experimentation and anal-
ysis is needed to validate these findings and better characterise
our approach. In planned work, we aim to repeat our experiments
across different parametrisations of our environment, capturing
different underlying environmental incentives for resource sharing
versus independent foraging.

4 FUTURE DIRECTIONS
The high-level aim of my research is to explore novel avenues for de-
signing and evaluating methods that promote pro-social behaviour
and collective good in MAS. These contributions highlight three
key directions for future work: (1) modelling the interplay between
normative, social and cognitive influences on decision making in
MAS; (2) developing methods for fostering pro-social behaviours
and sustaining collective good across varied scenarios with dif-
ferent environmental pressures and population characteristics; (3)
developing approaches that enable agents to adapt to real-time
changes in environmental and social dynamics.

In [4], environment-specific rules define conditions for forming
and violating IRs, limiting application to different environmen-
tal conditions and scenarios. In ongoing work, I am investigat-
ing the use of “empowerment” [12, 19] — a measurement based
on information-theoretic formalism that can serve as a proxy for
quantifying an agents’ potential influence over future states of the
world — as the basis of IR reasoning, to remove the dependence on
environment-specific rules, and improve generalisation.

In work currently under review, we present a design framework
for creating customisable multi-agent environments from reusable
components. Specifically, we include design features that enable sys-
tematic variation of parameters that control the environment setup
and logic. We aim to use this framework to evaluate the robust-
ness of methods for incentivising pro-social behaviour by assessing
their efficacy, generalisability and side effects under variations in
environment dynamics and population characteristics.

In [3], we touch upon an important capability for real-world
decision making — adapting behaviour online according to experi-
ence. Future work will explore techniques from multi-objective RL
(MARL) [9] that support online adaptation to dynamic environment
conditions. For example, [11, 16] demonstrate an approach for train-
ing multi-objective policies that can be conditioned at run-time
to approximate single-objective policies, i.e., different weighted
combinations of multiple reward functions. Exploring such proce-
dures in the context of objectives that capture human influences
and motivations presents an intriguing avenue for future work,
e.g., for characterising the alignment between behaviours learned
via scenario-specific extrinsic reward functions and information-
theoretic objectives across scenarios with different underlying in-
centive structures.
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