
Tackling Uncertainties in Multi-Agent Reinforcement Learning
through Integration of Agent Termination Dynamics
Somnath Hazra

IIT Kharagpur

Kharagpur, India

somnathhazra@kgpian.iitkgp.ac.in

Pallab Dasgupta

Synopsys

Santa Clara, USA

pallabd@synopsys.com

Soumyajit Dey

IIT Kharagpur

Kharagpur, India

soumya@cse.iitkgp.ac.in

ABSTRACT
Multi-Agent Reinforcement Learning (MARL) has gained signifi-

cant traction for solving complex real-world tasks, but the inherent

stochasticity and uncertainty in these environments pose substan-

tial challenges to efficient and robust policy learning. While Dis-

tributional Reinforcement Learning has been successfully applied

in single-agent settings to address risk and uncertainty, its applica-

tion in MARL is substantially limited. In this work, we propose a

novel approach that integrates distributional learning with a safety-

focused loss function to improve convergence in cooperative MARL

tasks. Specifically, we introduce a Barrier Function based loss that

leverages safety metrics, identified from inherent faults in the sys-

tem, into the policy learning process. This additional loss term

helps mitigate risks and encourages safer exploration during the

early stages of training. We evaluate our method in the StarCraft II

micromanagement benchmark, where our approach demonstrates

improved convergence and outperforms state-of-the-art baselines

in terms of both safety and task completion. Our results suggest

that incorporating safety considerations can significantly enhance

learning performance in complex, multi-agent environments.
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1 INTRODUCTION
Multi-Agent Systems (MAS) remain a highly challenging domain,

owing to the inherent stochasticity in the environment, and con-

currently learning agents; resulting in uncertain reward outcomes.

Therefore the contemporary Multi-Agent Reinforcement Learning

(MARL) literature has shifted from point estimates derived from
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expected global rewards [24, 36] to distributional analysis over re-

turns [4, 8] which provide a more informed understanding of the

variability in future returns. However, the predicted distributions

are prone to errors at the initial phases of training because the

policy has not yet explored and trained enough to predict accurate

distributions. In the context of MARL, the prediction errors become

even more critical due to the collective uncertainty from multiple

agents, where each agent’s decisions can drastically impact both

individual and collective outcomes. Our focus lies specifically on

cooperative MARL, where a team of agents collaborates to achieve

a shared objective in a stochastic environment [1].

Despite the effectiveness of the Centralized Training and Decen-

tralized Execution (CTDE) paradigm [16] for cooperative MARL

most CTDE-based algorithms maximize returns and overlook the

uncertainty due to untrained parameters in the policy that captures

the inherent stochasticity in MAS. Here agents must contend with

not only uncertain rewards but also additional safety constraints

resulting from the stochasticity. Our contribution is to identify the

innate fault tolerant MARL formulation from the system such that

the system does not go beyond a pre-defined safety boundary. For

example, a team game cannot be won if players keep getting elim-

inated. These safety objectives hold importance during the early

phases of training since it is hard to estimate accurate distributions

by a distributional model owing to exploration strategies and partial

observability of the agents.

Action / Return statistics

...

Fault formulation

...

Huber
Quantile

Loss

Barrier
Function

Loss

π

Figure 1: Integration of the safety constraints along with loss
functions calculated with respect to returns, helps reduce the
uncertainty, especially during the initial phase of training.

As an instance of such a situation, let us consider a battle scenario

between two agent groups. The reward can be based on intermedi-

ate strategies decided by the teams. But it is unsure whether their

strategy will work, since any agent army does not know about the

strategies planned by the other army. Moreover the agents may

not be experts in carrying out their decided objective. However,

one property that is overlooked, is that the battle cannot be won

if there are not enough agents left to fight; i.e., there is an inher-

ent fault tolerant formulation in the system. For example, in battle
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simulations like StarCraft II, minimizing ally casualties can be as

important as maximizing reward [26].

Motivated by the gap in current research, our work addresses the

uncertainties of the system via integration of safety considerations

from the inherent faults in the MAS. While previous efforts have

successfully combinedDistributional RLwithMARL to improve risk

sensitivity [23, 33], these approaches largely focus on algorithmic

modifications rather than optimizing the learning process by using

the available information regarding the safety-critical objectives.

Our contributions are summarized as follows:

• We propose a novel loss function that incorporates safety

constraints into the optimization process, derived from the

safety boundary of the inherent faults in the system. By ex-

plicitly accounting for safety alongside rewardmaximization,

we aim to accelerate learning, tackle environmental uncer-

tainties, and improve long-term policy performance in risk-

sensitive environments. We also use the Dueling Networks

[39] in our architecture to eliminate ineffective actions.

• We also suggest an architectural improvement for the local

policy network in the CTDE paradigm to utilize the return

distribution for prioritizing the important components from

the local observation.

• We validated our approach on the StarCraft II micromanage-

ment [26] andMetaDrive[15] benchmarks, demonstrating its

efficacy compared to existing baselines and state-of-the-art

distributional MARL algorithms.

More specifically, our work contributes to bridging the gap be-

tween theoretical advancements in Distributional MARL and prac-

tical needs in real-world MARL environments, particularly those

with critical safety concerns.

2 PRELIMINARIES
This section outlines some of the preliminary concepts.

2.1 Decentralized POMDP
The de facto standard for modeling cooperation in MARL is a De-

centralized Partially Observable MDP or Dec-POMDP [21]. It is

defined using the tuple M = ⟨N ,S,U,Ω, 𝑃,O, 𝑟 , 𝛾⟩, where N ≡
{𝑎1, 𝑎2, ..., 𝑎𝑛} is a finite set of agents, and 𝑠 ∈ S represents the

global state of the system. At each time-step, the individual agents

choose an action 𝑢𝑖 ∈ U for 𝑖 ∈ N based on observation 𝑜𝑖 ∈ Ω,
with probability O(𝑜𝑖 |𝑠,𝑢𝑖 ). The joint action, u = [𝑢𝑖 ]𝑛𝑖=1, changes
the state of the system from 𝑠 to 𝑠′ ∼ 𝑃 (·|𝑠,u); yielding a joint

reward 𝑟 (𝑠,u). 𝛾 ∈ [0, 1) is the discount factor.
Value functions provide an estimate of the reward that can be

obtained given a state, or when taking an action from a state.

Accordingly, the state value function for the system is given by,

𝑉𝝅 (𝑠) = E[∑∞
𝑡=0 𝛾

𝑡𝑟 (𝑠𝑡 ,u𝑡 ) |𝑠0 = 𝑠, 𝝅]; and the state-action value

function is given by, 𝑄𝝅 (𝑠,u) = 𝑟 (𝑠,u) + 𝛾E𝑠′𝑉𝝅 (𝑠′). The for-

mal objective of the co-operative system is to find a joint policy

𝝅 ≡ ⟨𝜋1, ..., 𝜋𝑛⟩ that maximizes the expected return given by:

𝝅∗ = argmax

𝝅
E(𝑠𝑡 ,u𝑡 )∼(𝑃,𝝅 )

[ ∞∑︁
𝑡=0

𝛾𝑡𝑟 (𝑠𝑡 ,u𝑡 )
]

(1)

2.2 Centralized Training and Decentralized
Execution

Multi-agent algorithms generally follow the Centralized Training

Decentralized Execution (CTDE) paradigm [16]. Agents learn col-

laboratively during training using feedback from the environment.

This phase may involve information exchange with a central ap-

proximation network. This phase is termed as the Central Training

phase. The Central Value function accumulates the values of the

individual policies 𝜋𝑖 in a forward propagation determined by the

Credit Assignment strategy [7] of the algorithm. The strategies build

on the Individual Global Max (IGM) principle which states that lo-

cally optimal actions maximize the global reward of the system

given by the following equation [12].

arg max

u∈U𝑛
𝑄𝝅 (𝑠,u) =

[
arg max

𝑢𝑖 ∈U
𝑄𝜋𝑖 (𝑜𝑖 , 𝑢𝑖 )

]𝑛
𝑖=1

(2)

During the Decentralized Execution phase, agents act indepen-

dently based on local observations.

2.3 Distributional RL
In single-agent RL, distributional RL aims to learn the complete dis-

tribution over the returns, 𝑍 (𝑠, u), instead of learning the expected

return, 𝑄 (𝑠, u). The distribution over the returns can be approxi-

mated using a categorical distribution [4] or a quantile function

[8]. We here use Implicit Quantile Network (IQN) [8], that models

𝑍 (𝑠, u) using an inverse cumulative distribution function (CDF),

𝐹−1 (𝑠, u|𝑤),𝑤 ∈ [0, 1]. IQN defines the distributional Bellman op-

erator to update 𝑍 (𝑠, u) using the Huber Quantile Regression loss,

a distributional version of the temporal difference error. During

execution, the action is chosen based on the largest expected re-

turn, argmaxu E[𝑍 (𝑠, u)]. The distributional analysis in MARL is

based on the Distributional IGM (DIGM) principle, which states that,

given individual state-action value distributions, [𝑍𝜋𝑖 (𝑜𝑖 , 𝑢𝑖 )]𝑛𝑖=1,
the joint state-action value distribution, 𝑍𝝅 (𝑠, u), is maximized if

the following equation holds [33].

arg max

u∈U𝑛
𝑍𝝅 (𝑠,u) =

[
arg max

𝑢𝑖 ∈U
𝑍𝜋𝑖 (𝑜𝑖 , 𝑢𝑖 )

]𝑛
𝑖=1

(3)

3 RELATEDWORK
Efficiency and scalability have been central challenges in the MARL

literature, particularly when estimating the global expected return

(for using the reward, 𝑟 as a reference during training) from local

policies (in decentralized execution). Value factorization methods

have been widely adopted to address these challenges, adhere to

the IGM principle. Initial approaches like VDN [36] directly add

local value functions; while QMIX [24] uses a monotonic mixing

function to ensure compatibilitywith the global return. QTRAN [30]

introduced linear constraints to factorize the global return without

the monotonicity assumption. Transformer-based architectures,

such as Qatten [40], have also been explored in MARL. QPLEX

[38] leverages the dueling network architecture [39] to improve

learning generalization across actions, which we have used in a

distributional setting in this work. Despite these advancements, the

stochasticity inherent in multi-agent systems complicates the use

of expected returns, often hindering training efficiency.
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In parallel, distributional RL has made significant strides in the

single-agent domain, introducing algorithms such as C51 [4], Im-

plicit Quantile Networks (IQN) [8], and others [9, 25]. More recently,

there have been increasing interest in unifying distributional RL

with MARL to improve risk-sensitivity and robustness. Notable

works include restructuring the IGM principle to a distributional

Q-learning standpoint [27, 33]; or exploring the methods for ag-

gregating reward distributions for each action, considering the

sources of risk [20, 32]. Works such as RMIX [23] integrate risk-

aware metrics like Conditional Value at Risk (CVaR) into the QMIX

framework, while Sun et. al. [33] introduced the Distributional IGM

(DIGM) principle, extending value factorization methods like VDN

and QMIX to the distributional setting. DIGMwas further refined in

subsequent work [35]. ResQ [28] builds upon DMIX by introducing

residual Q-functions for more accurate return estimation, while

other studies have explored risk-sensitive aggregation of reward

distributions [20, 32], uncertainty-aware exploration strategies [19],

and modelling uncertainties related to reward [13]. Our work builds

on these existing distributional MARL approaches by incorporat-

ing agent-specific information to enhance policy learning; unlike

previous studies that focus primarily on algorithmic adaptations

of MARL to the distributional context. This enables more effective

training in stochastic multi-agent environments.

Action shielding has been another widely explored venue in

RL and MARL to prevent unsafe actions during training and ex-

ecution. Alshiekh et al. [2] introduced a shielding mechanism to

enforce safety constraints by overriding unsafe actions based on a

safety specification. Building on this, Bharadwaj et al. [5] proposed

minimum-cost shields for multi-agent systems to ensure safe coordi-

nation. Factored shields curated on linear temporal logic properties

[10] is another venue that has been explored for MARL. For envi-

ronments with non-linear dynamics, model predictive shielding

[3] provides an efficient approach to maintaining safety. Zhang

et al. proposed a multi-agent version [43], where only a subset of

agents, determined by a greedy algorithm, need to use a backup

policy. While these methods focus on action-level intervention,

our approach incorporates safety directly into the policy learning

process via the barrier function, complementing action shielding

techniques by prioritizing long-term safety considerations during

training.

4 METHODOLOGY
The dynamic nature of MARL environments arises from multi-

ple agents acting concurrently, often following independent local

heuristics (policies). This interaction leads to inherent uncertainty

in the outcomes (returns), especially during the initial phases of

training. Although exploration strategies can help reduce the epis-

temic uncertainty by utilizing the generalization capability of neural

networks, it remains an integral part of multi-agent environments at

the start of training [14, 18]. To address this challenge, we propose

leveraging the safety implications available from the environment,

e.g., agent deaths, to boost convergence during policy learning. We

use a loss function based on Control Barrier Function (CBF) [22, 41],

alongside the Huber quantile loss, for training the local policies. In

the following sub-section we formally describe the Barrier Function

loss used in this work.

4.1 The Barrier Function Loss
Barrier Function is employed to ensure that the agents’ trajectories

stay within a "safe" region of the state space. This barrier defines

constraints that the policies must satisfy, ensuring that unsafe states

are avoided during training. Formally, the barrier certificate is de-

fined as follows [41].

Definition 1. Barrier Certificate. A barrier certificate, 𝐵𝝅 , for

a policy, 𝝅 is a function 𝐵𝝅 : S → R, such that the following

properties hold.

(1) ∀𝑠 ∈ S0, 𝐵
𝝅 (𝑠) ≤ 0

(2) ∀𝑠 ∈ S
unsafe

, 𝐵𝝅 (𝑠) > 0

(3) ∀𝑠 ∈ S, 𝐵𝝅 (𝑠′) − 𝐵𝝅 (𝑠) ≤ −𝜆𝐵𝐵𝝅 (𝑠)
where 𝑠′ ∼ 𝑃 (·|𝑠,u), u ∼ 𝝅 , and 0 < 𝜆𝐵 < 1 is a hyper-parameter

controlling the convergence rate.

In our work, the barrier function is designed to capture the

number of agent terminations as a function of the state over the

course of a trajectory. Specifically, the barrier function is defined

using the following equation.

𝐵𝝅 (𝑠) = (agents dead at 𝑠) + 𝛾𝐵𝐵𝝅 (𝑠′) (4)

where 𝑠′ ∼ 𝑃 (·|𝑠,u), and 𝛾𝐵 signifies the discount factor for the

barrier function. Intuitively, it can be thought of as an estimation

of vulnerability (opposite of agent health) of the collective group

of agents. The formulation bears similarity with the definition of

the value function 𝑉𝝅 , as it includes the discounted future state

estimate at 𝑠′ in the current estimate; since in an MDP the state

𝑠′ ∼ 𝑃 (·|𝑠, ·). Among the three conditions above, our policy should

satisfy the third condition (which is the invariant property), i.e.,

∀𝑠 ∈ S, 𝐵𝝅 (𝑠′) − 𝐵𝝅 (𝑠) ≤ −𝜆𝐵𝐵𝝅 (𝑠), ensuring that the barrier

function consistently decreases along the trajectory [41].

To enforce this condition, we integrate the following loss func-

tion for policy optimization:

L𝐵 (𝝅) =
1

|S|
∑︁

𝑠,𝑠′∈S
𝑠′∼𝑃 ( · |𝑠,u)

max

(
𝐵𝝅 (𝑠′) − (1 − 𝜆𝐵)𝐵𝝅 (𝑠), 0

)
(5)

where |S| represents the number of visited states over a trajectory.

This loss function is derived from the number of agent deaths, which

is a safety-critical metric. By focusing on this deterministic safety

criterion, the method improves the accuracy of policy updates in

unsafe scenarios.

An alternative approach could be to calculate the barrier loss

for each individual agent, and update the local policies 𝜋𝑖 accord-

ingly. But this approach has two notable drawbacks; • given the

length of the trajectory, the impact of this loss at each state may be

a insufficient to derive meaningful gradient updates, particularly

when averaged across the trajectory, • in a cooperative environ-

ment, it is unrealistic to attribute the responsibility of an agent’s

termination solely to the corresponding local policy, as the outcome

is influenced by the actions of all agents.

Thus, our method leverages the global safety constraint across

the trajectory, promoting stable and efficient convergence in MARL.
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Figure 2: The overall framework illustrating the training objective. The calculated errors are combined using gradient ma-
nipulation and back-propagated through the central training model. References to the abbreviated notations from the text:
𝑍 𝑡
𝑖
= 𝑍𝜋𝑖 (𝑜𝑡𝑖 , 𝑢

𝑡
𝑖
), 𝑄𝑡

𝑖
= 𝑄𝜋𝑖 (𝑜𝑡𝑖 , 𝑢

𝑡
𝑖
), 𝑡 is time, 𝐴𝑡

𝑖
= 𝐴𝜋𝑖 (𝑜𝑡𝑖 , 𝑢

𝑡
𝑖
), 𝑉 𝑡

𝑖
= 𝑉𝜋𝑖 (𝑜𝑡𝑖 ).

4.2 Optimization on Return
After defining the safety objective through the CBF loss, we inte-

grate it with the DRL objective to optimize the reward function. We

use the Huber-quantile regression loss [8] for 𝑄𝝅 , allowing us to

model the stochastic return distribution effectively.

In cooperative multi-agent systems, value factorization tech-

niques assist CTDE. However, to account for the stochasticity of

value functions, we require a distributional variant of value fac-

torization that satisfies Distributional IGM [33]. The Mean-Shape

decomposition [33, 34] addresses this by separating distribution 𝑍

over global utilities into: 𝑍 = E[𝑍 ] + (𝑍 − E[𝑍 ]) = 𝑍mean + 𝑍
shape

.

The mean term in the mean-shape decomposition E[𝑍 ], represents
the expected value, while the shape term captures deviations from

this expectation [17, 34]. This ensures compliance with DIGMwhile

allowing effective factorization of stochastic utilities.

For factorization, we adopt a distributional version of the QPLEX

algorithm [38], using a Dueling Network Architecture [39]. Fol-

lowing [35], the global action-value function 𝑄𝝅 is factorized as

follows.

𝑄𝝅 (𝑠, u) =
𝑛∑︁
𝑖=1

𝑉𝜋𝑖 (𝑜𝑖 ) +
𝑛∑︁
𝑖=1

𝜆𝑖 (𝑜𝑖 , 𝑢𝑖 ) · 𝐴𝜋𝑖 (𝑜𝑖 , 𝑢𝑖 )

+
𝑛∑︁
𝑖=1

(𝑍𝜋𝑖 (𝑜𝑖 , 𝑢𝑖 ) −𝑄𝜋𝑖 (𝑜𝑖 , 𝑢𝑖 ))
(6)

Here 𝑉𝜋𝑖 (𝑜𝑖 ) denotes the value function for agent 𝑖’s observation,

𝐴𝜋𝑖 (𝑜𝑖 , 𝑢𝑖 ) is the advantage function, and 𝑍𝜋𝑖 (𝑜𝑖 , 𝑢𝑖 ) captures the
distributional nature of local utilities. The overall architecture for

obtaining the global distribution over returns and the CBF value

from the environment is illustrated in Figure 2.

4.3 Overall Training Objective
Now that we have obtained the formulations for calculating both

the loss functions, we need to integrate them to calculate our over-

all loss for the gradient descent. In the following formulation for

calculating the overall loss, we consider the Huber quantile loss as

L𝑄 and the CBF loss as L𝐵 . We combine the loss functions using

gradient manipulation, where the gradient is calculated from the

back-propagation of the individual loss function components, as

studied in [42] for multi-task learning.

The objective of gradient manipulation is to reduce the deviation

of gradients due to the reward and barrier components. Let the

gradient due to L𝐵 be represented as 𝑔𝐵 , and that due to the L𝑄

as 𝑔𝑄 . Let 𝜃 be the angle between 𝑔𝐵 and 𝑔𝑄 . Since we work with

gradient manipulation here, the gradients occasionally may need

to be projected to a plane that is normal to the other gradient; we

will explain this in more detail in the following paragraph. Let the

projection of gradient of 𝑔𝐵 on the normal plane of 𝑔𝑄 be given by

𝑔+
𝐵
; while the projection of gradient of 𝑔𝑄 on the normal plane of

𝑔𝐵 be represented by 𝑔+
𝑄
.

gQ

gB g+Q

g+B

g2

g1 gQ

gB

g+B

g+Q

g2
g1

Figure 3: Analysis of gradient manipulation.

Owing to optimization on two tasks, there may occasionally

occur a conflict among the gradients 𝑔𝑄 and 𝑔𝐵 , i.e. 𝜃 > 90
◦
. In

those cases, it is essential to project the gradient vector onto the

normal plane of the other vector for effective updates to the network

[42]. For cases when 𝜃 ≤ 90
◦
, i.e., the gradients do not conflict,

the gradient manipulation is not required. The overall gradient

calculation, 𝑔, is thus given by the following equation.

𝑔 =

{
𝛽+
𝑄
· 𝑔+

𝑄
+ 𝛽+

𝐵
· 𝑔+

𝐵
, 𝜃 > 90

◦ = 𝑔1(let)

𝛽𝑄 · 𝑔𝑄 + 𝛽𝐵 · 𝑔𝐵, 𝜃 ≤ 90
◦ = 𝑔2(let)

(7)

𝑔+𝑄 = 𝑔𝑄 −
𝑔𝑄 · 𝑔𝐵
| |𝑔𝐵 | |2

𝑔𝐵 𝑔+𝐵 = 𝑔𝐵 −
𝑔𝐵 · 𝑔𝑄
| |𝑔𝑄 | |2

𝑔𝑄 (8)

where 𝛽+
𝑄
, 𝛽+

𝐵
, 𝛽𝑄 , 𝛽𝐵 denote the weights of the gradients. With this

strategy we can optimize on both the tasks more efficiently. In
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Equation 7, 𝑔1 is the projection of gradient onto the normal plane

of the other gradient. As shown in Equation 7, we have two cases

for the gradients corresponding to the loss functions calculated:

when the gradients conflict, i.e., 𝜃 > 90
◦
; and when the gradients

do not conflict, i.e., 𝜃 ≤ 90
◦
. The process is illustrated in Figure 3.

1. When 𝜃 > 90
◦
: We consider 𝛽+

𝑄
and 𝛽+

𝐵
are equal to 0.5. Then

according to the given equations, we have the following.

𝑔1 = 0.5 · 𝑔+𝑄 + 0.5 · 𝑔+𝐵

= 0.5 ·
(
𝑔𝑄 −

𝑔𝑄 · 𝑔𝐵
| |𝑔𝐵 | |2

𝑔𝐵

)
+ 0.5 ·

(
𝑔𝐵 −

𝑔𝐵 · 𝑔𝑄
| |𝑔𝑄 | |2

𝑔𝑄

)
𝑔2 = 0.5 · 𝑔𝑄 + 0.5 · 𝑔𝐵

We know that, when 𝜃 > 90
◦
, (𝑔𝑄 · 𝑔𝐵) < 0 ⇒ −(𝑔𝑄 · 𝑔𝐵) > 0.

Therefore, according to the above equations, 𝑔1 > 𝑔2. So when

𝜃 > 90
◦
, we use 𝑔1 as our gradient.

2. When 𝜃 ≤ 90
◦
: We consider 𝛽𝑄 and 𝛽𝐵 are equal to 0.5. We

know that, when 𝜃 ≤ 90
◦
, (𝑔𝑄 · 𝑔𝐵) ≥ 0 ⇒ −(𝑔𝑄 · 𝑔𝐵) ≤ 0.

Therefore, according to the above equations, 𝑔1 ≤ 𝑔2. So when

𝜃 ≤ 90
◦
, we use 𝑔2 as our gradient.

4.4 The Local Policy Network
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(ot-1
i, u

t-2
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(ot
i, u

t-1
i)

Z ti

Figure 4: The input layer weights of 𝜋𝑖 generated using a
hyper-network frm previous step’s return distribution.

Now we focus on the architecture of the local policy, 𝜋𝑖 . As illus-

trated in Figure 2, we adopt IQN [8] for sampling distributions over

local actions. To address partial observability in local observations,

we use a recurrent neural network, as recommended by [11].

The input layer of the local policy is designed using a hyper-

network layer, as shown in Figure 4. Since 𝜋𝑖 predicts a distribution

over returns, representing future rewards, we leverage it to dy-

namically predict weights for the input layer. The hyper-network

thus allows for more adaptable weight generation based on the

distributional information from future states. A ReLU activation

is used to filter the non-negative weights motivated by two con-

ditions: • negative influences on individual observation elements

can propagate through subsequent layers, potentially distorting the

representation of other elements, • given the inherent uncertainty

in the return, an optimistic approach with non-negative weights is

preferable. For clarity, Figure 4 omits the details of IQN, focusing

instead on the structure of the hyper-network.

5 THEORETICAL ANALYSIS
In this section we study theoretical guarantees on convergence

using our approach and provide sample complexity advancements.

Since we are not proposing a new methodology for value decompo-

sition here, we therefore assume the convergence of the background

value decomposition methodology used for MARL, studied in more

detail here [37]. Additionally, we assume Policy Gradient as our

optimization approach; and for proving convergence, we assume

a parameterized policy 𝝅𝑚 (with policy parameters𝑚) in tabular

setting with direct policy parameterization.

Theorem 5.1. Consider a tabular setting for our policy with di-
rect policy parameterization, with the number of policy parame-
ters, 𝑚 ∈ Δ(U) |S | . Let the step size for the NPG update be 𝛼 =

(1−𝛾)1.5/
√︁
|S| |U|𝑇 , where𝑇 is the number of policy update epochs.

Then, with confidence (1 − 𝛿), and assuming convergence of the un-
derlying TD update algorithm, we have the following.

𝑉𝝅∗ (𝑠0) − E[𝑉𝝅𝑚𝑇
(𝑠0)] ≤ Θ

(√︄
|S| |U|

(1 − 𝛾)3𝑇

)
The proof for the above theorem is provided in the Supplemen-

tary Material
1
. In the following sub-section we formally define our

safety criterion, and provide a probabilistic confidence bound on

the safety violation for the defined safety criterion.

5.1 Safety Verification
With the safety objective, we can verify the safety of the system by

introducing a probabilistic verification method for the system. In

(MA)RL, classical methods for safety verification that take binary

decision about whether the system is safe or unsafe, cannot be

used, since the system dynamics or the knowledge about the unsafe

states are not available. So we address the safety verification from

a quantitative safety perspective; i.e., we determine the probability

of obtaining an unsafe trajectory remaining within a safety target

with some confidence. Here a safe trajectory means reaching the

goal state with some agents still alive.

Our barrier function, although calculated from agent termina-

tions, is not a direct indicator of the terminations. However, we

would like to express our constraint in terms of agent terminations.

So let 𝑉 𝐵
𝝅 (𝜏) be the sum of agent terminations over the trajec-

tory, where 𝜏 is a test trajectory sampled with the trained policy

𝝅 . Therefore, we can write our objective as a chance-constrained

optimization program (CCP) [6] as: given a parameter 𝛽 ∈ (0, 1),
our objective is to compute 𝜀 ∈ (0, 1) such that with confidence

≥ (1 − 𝛽) our safety constraint is satisfied, i.e., 𝜏 is safe, with prob-

ability ≥ (1 − 𝜀). Mathematically, 𝜏 is considered safe if 𝑉 𝐵
𝝅 (𝜏) is

below a given safety threshold 𝜔 . Our objective can be formally

restated as, with confidence at least, (1 − 𝛽),

𝑃 (𝑉 𝐵
𝝅 (𝜏) ≤ 𝜔) ≥ (1 − 𝜀) (9)

Note that 𝜔 can be considered equal to 0; but it may have some

disadvantages. When it is evident that there may be casualties in

the path to the goal state, taking 𝜔 = 0 may harm the return since

the policy will deviate from the optimal possible policy owing to

the gradients from the barrier function loss. Thus 𝜔 is kept to be

1
The full paper with Supplementary Material can be found here.
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Figure 5: Comparison with the state-of-the-art algorithms using the StarCraft hard and super-hard scenarios. Our method is
marked as DBF (Distributional MARL with a Barrier Function based on agent casualties).

some positive number dependent on the number of agents, 𝑛; e.g.,

𝜔 = (𝑛 − 1). Finally, from equations 1 and 9, we can rewrite our

constrained optimization problem as follows.

argmax

𝝅
E

[∑︁
𝑡∼𝜏

𝛾𝑡𝑟 (𝑠𝑡 ,u𝑡 )
]

s.t. 𝑃 (𝑉 𝐵
𝝅 (𝜏) ≤ 𝜔) ≥ (1 − 𝜀)

We can solve the above CCP problem using a sampling approach

in place of the probabilistic constraint, where we substitute the

constraint with 𝑁 i.i.d. sample constraints as: 𝑉 𝐵
𝝅 (𝜏𝑖 ) ≤ 𝜔,∀𝑖 ∈

[1, 𝑁 ]2. The resulting solution may not be a good approximation of

the CCP solution. So for improving the robustness of the solution,

we remove some 𝑘 samples from 𝑁 [6, 29]. In other words, we can

say that we are removing 𝑘 out of 𝑁 constraints from our original

problem. The number of removed constraints has a direct impact

on the safety probability (1 − 𝜀). The sample-based optimization of

the above problem can therefore be expressed as follows.

argmax

𝝅
E

[∑︁
𝑡∼𝜏

𝛾𝑡𝑟 (𝑠𝑡 ,u𝑡 )
]

s.t. 𝑉 𝐵
𝝅 (𝜏𝑖 ) ≤ 𝜔,∀𝑖 ∈ {1, ..., 𝑁 } − A({1, ..., 𝑁 })

where A is some selection rule. Let 𝑃𝑁 be the product of probabili-

ties for 𝑁 samples. Using the theorem below from [6, 29], we can

establish the relation between 𝜀 and the confidence parameter, 𝛽 ,

given the values of 𝑁 and 𝑘 .

Theorem 5.2 ([29]). Given a small confidence parameter 𝛽 ∈
(0, 1), if 𝑁 and 𝑘 are such that,(

𝑘 +𝑚 − 1

𝑘

) 𝑘+𝑚−1∑︁
𝑖=0

(
𝑁

𝑖

)
𝜀𝑖 (1 − 𝜀)𝑁−𝑖 ≤ 𝛽

where m is the number of policy parameters, then 𝑃𝑁 (𝑃 (𝑉 𝐵
𝝅 (𝜏𝑖 ) >

𝜔) ≤ 𝜀) ≥ (1 − 𝛽).
2
Please note that here 𝑁 represents 𝑁 i.i.d. samples, which is different from N that

represents the set of agents.

Using the above theorem and from Equation 8 in [6] we know,

𝑘 ≤ 𝜀𝑁 −𝑚 + 1 −

√︄
2𝜀𝑁 ln

(𝜀𝑁 )𝑚−1

𝛽

⇒(𝜀𝑁 )𝑚−1

𝛽
≤ 𝑒 (𝑘+𝑚−1−𝜀𝑁 )2/(2𝜀𝑁 )

Let us consider (𝑘 +𝑚 − 1 − 𝜀𝑁 )2/(2𝜀𝑁 ) = 𝜓 . Therefore;

𝜀 ≤
(
𝑒 ln 𝛽/(𝑚−1) × 𝑒𝜓/(𝑚−1)

)
/𝑁

This is an implicit inequality with 𝜀 occurring on both sides. How-

ever, we can deduce that, if we consider 𝑚 to be finite quantity

less than 𝑁 , for small value of 𝛽 and 𝑘 , the right hand side of the

above equation will be very small. Thus 𝜀, which signifies the upper

bound on the probability of unsafe trajectories, will be very small.

6 EMPIRICAL STUDIES
In this section we present empirical evaluations of our method. The

primary objective is not to introduce a novel constrained MARL

approach but to evaluate the impact of incorporating agent casu-

alties as an implicit constraint into the optimization process. The

source code is available in GitHub. Our approach is compared with

state-of-the-art Distributional MARL algorithms on the StarCraft

II [26] and MetaDrive [15] benchmark environments.

6.1 StarCraft Battle Scenarios
The StarCarft Multi-Agent Control scenarios include various battle

scenarios where allies, controlled by our MARL algorithm, face

enemy units controlled by built-in rules. The objective is to maxi-

mize the win rate while minimizing ally casualties [26]. We used

the PyMARL framework for our experimental setup and training

our algorithms. The evaluation metric is the fraction of number of

battles won during testing. We derive our barrier function based

on the objective of ally casualties and integrate with the reward

optimization algorithm to align with the task’s objectives. The ac-

tion space for each of the agent is discrete, thus allowing us to
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Figure 6: Comparisonwith the baselines using the StarCraft easy scenarios. Ourmethod ismarked as QBF (Q-function evaluation
in MARL with a Barrier Function based on agent casualties).

derive distributions over the returns corresponding to each action.

We evaluated our approach on two fronts: • firstly we compare

with the distributional MARL approaches on hard and super-hard

scenarios; • secondly we compare with MARL approaches on easy

scenarios. For the second case, we do not have distributions over the

returns, and cannot use them for our policy network as proposed

in sub-section 4.4.
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Figure 7: Summary of the evaluations on the StarCraft hard
and super-hard scenarios.

For the first case, we used the following distributional MARL

algorithms for comparison: • RMIX [23] uses CVaR with QMIX

• DMIX [33] extending QMIX to the distributional setting • QDIST

[31] separately analyses the risk measures from the return distribu-

tions, based on source of error • CBF [22] integrates with DMIX

an action correction strategy using a decentralized barrier function

approximated using a separate network • RESQ [28] uses residual

Q-functions • RISKQ [27] uses local risk sensitive action selection

policies. Our algorithm, referred to as DBF (Distributional MARL

with Barrier Function), integrates the barrier loss with DMIX. We

used on-policy samples for calculating our barrier function loss [41].

The results are shown in Figure 5. Our algorithm is marked as DBF,

which is short for Distributional MARL with a Barrier Function

based on agent casualties. Results in Figure 7 indicate DBF achieves

a higher fraction of test wins across varying thresholds (≥ 0.6,

≥ 0.8, ≥ 0.9). From the results, it can be inferred that our approach

improves the accuracy of the distributional MARL approaches for

the hard and super-hard scenarios. The hard and super-hard scenar-

ios generally contain uneven distribution of agents between the ally

and enemy teams; with the enemy team generally containing more

number of agents than the ally team. This makes winning battle

tougher in these scenarios. We used 𝛾𝐵 = 0.5 for our experiments.

The hyper-parameters used for our experiments are summarized

in the Supplementary Material
1
.
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Figure 8: Summary of evaluations on
StarCraft easy scenarios.

Wealso compared

our algorithm with

traditional MRL ap-

proaches: • VDN

[36]which uses sum-

mation of local re-

turns • QMIX [24]

uses monotonic fac-

torization of value

function • QTRAN

[30] uses transform-

ers for factorization.

The traditionalMARL

approaches has been

demonstrated to per-

form well for the easy scenarios in StarCraft. The easy scenarios

contain equal number of ally and enemy agents with similar types

of agents for both groups. The action space is discrete here. We

integrated our barrier function loss with the QMIX algorithm for

evaluation here. The results are shown in figures 6 and 8. Our algo-

rithm is marked as QBF, which stands for Q-function evaluation in

MARL with a Barrier Function based on agent casualties. From the

evaluations it is evident that integrating the barrier loss improves

the performance of the baseline algorithm, albeit marginally. This

experiment also highlights the importance of the hyper-network

used in the local policy network, explained in Section 4.4.

6.2 MetaDrive Simulator
MetaDrive [15] is a lightweight and realistic driving simulator

featuring various multi-agent cooperative driving tasks with decen-

tralized rewards. It presents the challenge of controlling multiple

cars in some predefined scenarios. Since the simulator does not

return any global state; for training certain algorithms, we used

the collective observation vector as the global state. Each agent

(vehicle) can execute discrete actions, with crashes or road exits

resulting in termination. We did not allow re-spawn of vehicles for

the terminated vehicles. Episodes were terminated when more than

half the agents are eliminated during training; or when any agent

reached termination during evaluation. We used 10 agents for each

environment for training and evaluation.

For our experiments, we used a global reward computed by sum-

ming individual agent rewards to align with the POMDP structure.
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Figure 9: Evaluation results on the Metadrive MARL environ-
ments.

Training spanned 2000 episodes with a replay buffer holding the

most recent 1000 episodes. On-policy samples were used for barrier

loss calculation. The trained policy was evaluated on 10 episodes

at each evaluation step. As shown in Fig. 9, our approach demon-

strates strong performance compared to baseline algorithms across

scenarios. Key hyper-parameters include 𝛾 = 0.99, 𝛾𝐵 = 0.5, and

the Adam optimizer. Additional experimental details are provided

in the Supplementary Material
1
.

6.3 Ablation Studies
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Figure 10: Ablation Study for 𝛾𝐵 tested on StarCraft.

In our experiments, for the discount factor of barrier function,

we had used 𝛾𝐵 = 0.5. We had tested various values for the hyper-

parameter on two StarCraft scenarios before using them for the

rest of our evaluations. The hyper-parameter dictates the credit

assignment horizon length based on the fault metric, i.e., number

of agent terminations. From the results in Figure 10, it is evident

that the algorithm performs well for 𝛾𝐵 = 0.5. The tested values for

𝛾𝐵 were 0.4, 0.5, 0.7, 0.9, 0.99.

We also conducted an Ablation Study on adjustment of weights

of the gradients, 𝛽𝑄 and 𝛽𝐵 on two StarCraft environments. The

results are shown in Figure 11. Here we only show scores for 𝛽𝑄 ,

as 𝛽𝐵 = 1 − 𝛽𝑄 . The bars in the figure indicate the percentage of

evaluations for which the win-rate was >=0.6, >=0.8, or >=0.9. From

the results it is evident that setting equivalent weights for both

the gradients, i.e., 𝛽𝑄 = 𝛽𝐵 = 0.5, results in better performance

for most scenarios, rather than weighing more on any one of the

gradients. We used this result for the rest of our evaluations.
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Figure 11: Ablation Study for 𝛽𝐵 and 𝛽𝑄 on StarCraft.

7 CONCLUSION
In this work, we proposed a novel approach to distributional multi-

agent reinforcement learning (MARL) that integrates fault toler-

ation based on an agent safety boundary (depending on intrinsic

environment dynamics) with effective reward optimization. By

incorporating a constraint-based formulation to model agent ter-

mination as a crucial learning signal, our method addresses the

issue of unsafe actions leading to agent failures, thus improving

the stability of MARL in environments where agent survivability is

critical. We extended our approach for both traditional MARL value

factorization techniques and distributional MARL approaches since

the safety constraint is not limited to the distributional analysis.

We also suggested an improvement in the local policy network to

utilize the predicted distributions over returns.

The integration of these techniques using the PCGrad optimizer

resulted in an effective hybrid loss formulation, combining the distri-

butional Huber-quantile loss with our barrier function based safety

loss. This allowed us to strike a balance between optimizing agent

performance and ensuring system-wide safety. Our experimental

results, particularly on complex environments such as StarCraft II

micromanagement tasks, and MetaDrive multi-agent driving sce-

narios, demonstrate that our approach performs comparatively well

as compared with the state-of-the-art MARL methods in terms of

both convergence and policy robustness. We also theoretically anal-

ysed the convergence and safety verification of our approach. The

approach can be further be integrated with other constrainedMARL

algorithms to test its robustness in environments with extrinsic

safety constraints.
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